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Abstract 

 

Nowadays modern society requires every citizen always updates and improves her / his knowledge 
and skills necessary to working and researching. E-learning or distance learning gives everyone a 
chance to study at anytime and anywhere with full support of computer technology and network. 
Adaptive learning, a variant of e-learning, aims to satisfy the demand of personalization in learning. 
The adaptive learning system (ALS) is defined as the computer system that has ability to change its 
action to provide learning content and pedagogic environment/method for every student in 
accordance with her/his individual characteristics. Therefore, the ultimate goal of this research is to 
give the best support to learners in their learning path and this is an enthusiastic contribution to 
research community. Learners’ information and characteristics such as knowledge, goal, experience, 
interest, background, etc are the most important to adaptive system. These characteristics are 
organized in structure so-called learner model (or user model) and the system or computer software 
that builds up and manipulates learner model is called user modeling system (or learner modeling 
system). This research proposes a learner model that consists of three essential kinds of information 
about learners such as knowledge, learning style and learning history. Such three characteristics 
form a triangle and so this learner model is called Triangular Learner Model (TLM). The ideology of 
TLM is that user characteristics are various and only some information is really necessary to adaptive 
learning and an optimal user modeling system should choose essential information relating to user’s 
study to build up learner model.  
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INTRODUCTION 
 
According to this ideology, TLM will cover the whole of user‟s information required by learning adaptation process and 
give the best support to adaptive learning. The reasons for such assertion are: 
- Knowledge, learning styles and learning history are prerequisite for modeling learner. 
- While learning history and knowledge change themselves frequently, learning styles are relatively stable. The 
combination of them ensures the integrity of information about learner. 
- User knowledge is domain specific information and learning styles are personal traits. The combination of them 
supports user modeling system to take full advantages of both domain specific information and domain independent 
information in user model. 

These reasons also strong points of TLM because they reflect the sufficiency and solid of an optimal learner model. 
Moreover, TLM emphasizes on the inference mechanism by applying Bayesian network and Markov model into 
modeling user knowledge and learning style. Intelligent deduction is the best feature of TLM instead of providing user 
information only as normal user modeling system.  
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User Model and Adaptive Learning 
 
I.1. User Model 

 
Formerly, Learning Management Systems (LMS) support well for interaction between learner and lesson, learner and 
teacher. However, every student has individual features such as knowledge, goal, experience, interest, background, etc. 
So, there is emergent demand for tailoring learning material (lesson, exercise, test…) to each person. This is learning 
personalized process and system, which supports such process, was called Adaptive Learning System. 

Therefore, learning adaptive system is able to change its action to provide both learning content and pedagogic 
environment/method for student. Adaptive systems base on the “description of learner‟s properties” called user model or 
learner model. The process, which gathers information to build up learner model and update it, was named: learner 
modeling. Adaptive system tunes learning material & teaching method to learner model. However, learner model is 
focused in this thesis. 

Note that user model, student model and learner model are synonymic terms because users are regarded as learners 
or students in learning context. 

The terminologies: user model and user profile are often used interchangeably but they have slight difference. A 
profile contains personal information without inferring or interpreting. User model has a higher level than profile, 
expresses abstract overview of learner. Moreover, it is able to deduce more extra information about learner from model. 
User model is often applied in special domain. 

 

 
 

Figure I.1.1. User modeling 

 

 
 

Figure I.1.2. Learner profile & model in adaptation 

[Brusilovsky, Maybury 2002] 
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Before discussing about user model, we should glance over what adaptive learning system is although that subject is 
explained in detailed in section I.2. As we know that our environment is very complex and everyone has individual 
characteristics. Learners are not the same “size” (physically and mentally). Moreover, user‟s preferences are various. 
So, adaptation becomes imperative, especially in education. The most popular adaptive learning system supporting 
personalized learning environment is AEHS (Adaptive Education Hypermedia System). Adaptation is ability to change 
system‟s behaviors to tune with learner model. Hypermedia is the combination of hypertext and multimedia. AEHS can 
be known as the system providing learner with learning material in form of hypertext and multimedia (like hyper book, 
electronic book…) tailored to learner‟s preference. After that, description of learner‟s essential features and classification 
of learner models are described in section I.1.1 and I.1.2. 
 
 
I.1.1. Information in User Model 

 
User model must contain important information about user such as domain knowledge, learning performance, interests, 
preference, goal, tasks, background, personal traits (learning style, aptitude…), environment (context of work) and other 
useful features. 
Brusilovsky(1994) stated that content of user model can be divided into two categories: domain specific information and 
domain independent information (Fröschl, 2005). 
 
 
I.1.1.1. Domain specific information 

 
This information reflects the status and degree of knowledge and skills which student achieved in certain subject or 

major. Domain specific information is organized as knowledge model. Knowledge model has many elements (concept, 
topic, subject, etc) which student needs to learn. Knowledge model can be created by some ways which result many 
forms. Some widespread forms will be introduced below: 

 Vector model. Learner‟s knowledge in domain was modeled in a vector. This vector consists of concepts or 
topics or subjects in domain. Each element of vector which is a real number or integer number (range within an interval) 
shows the degree which learner gains knowledge about those concepts, topics or subjects. Vector model is simplest but 
very effective. 

 Overlay model. Learner‟s knowledge is the subset of expertise‟s knowledge. Similar to vector model, each 
element in overlay model is the number which presents learner‟s knowledge level (see more in section I.1.2). 
 Fault model. The drawback of vector model and overlay model is that it cannot describe the lack of learner‟s 

knowledge. Fault model can contain learner‟s errors or bugs and what reasons learners have these errors. Taking out 
information from fault model, adaptive system can deliver learning material, concepts, subjects or topics that users don‟t 
know. Adaptive systems can also give users explanations, annotation to know accurately them or provide users 
guidance to correct errors. 

Besides essential information about domain, there was extra information stored in learner model, such as 
- Prior knowledge of learner. 
- Records of learning performance, evaluation, etc. 

 
 
I.1.1.2. Domain Independent Information 

 
Besides information about knowledge, domain independence information may include goals, interests, background and 
experience, individual traits, aptitudes and demographic information. 

 Interests. Interest is particularly essential in commercial recommendation system. It is also important in adaptive 
educational system. 

 Goals. In most cases, goal expresses learner‟s purpose, in other words; it is an answer for the question what 
learners want to achieve in learning course. There are two kinds of goal: long-term and short-term. Long-term goal is 
relatively permanent in course. Moreover, learner can propose themselves long-term plans for lifelong study. By short-
term goal, learner intends to solve certain problem such as passing an examination, doing exercise, etc. Short-term goal 
was also called as problem-solving goal. 
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 Background and experience. Background includes skills or knowledge that learner gained in the past. Such 
information affects adaptive process. For example, if student experiences hardships in previous courses then AEHS 
should deliver high level exercises to him/her. 

 Personal traits. Personal traits are user‟s characteristics which together define a learner as an individual. Two 
basic personal traits are learning styles and aptitudes. 
- Learning styles were defined as the way learner prefers to study. Table below shows some common 
learning styles. 
 

Table I.1.1. Some common learning styles 
 

GROUP DESCRIPTION 

ACTIVIST LIKE TO HAVE A GO AND SEE WHAT HAPPENS 
REFLECTOR LIKE TO GATHER INFORMATION AND MULL THINGS OVER 
PRAGMATISTS LIKE TRIED AND TESTED TECHNIQUES WHICH ARE RELEVANT TO MY 

PROBLEMS 
THEORIST PREFER TO PERCEIVE LEARNING MATERIAL AS TEXT 

 
There are eight forms of aptitudes [Fröschl 2005] [Lane 2000]: linguistic, logical/mathematical, spatial, kinesthetic, 
musical, interpersonal, intrapersonal, naturalist. 
 

Table I.1.2. Eight forms of aptitudes 
 

APTITUDE DESCRIPTION 

LINGUISTIC COMPETENCE TO USE LANGUAGE 
LOGICAL/MATHEMATICAL COMPETENCE TO USE REASON, NUMBER AND LOGIC 
SPATIAL COMPETENCE TO PERCEIVE THE VISUAL 
KINESTHETIC COMPETENCE TO HANDLE OBJECTS SKILLFULLY 
MUSICAL COMPETENCE TO CREATE AND COMPOSE MUSIC 
INTERPERSONAL COMPETENCE TO COMMUNICATE WITH OTHER PERSON 
INTRAPERSONAL COMPETENCE TO SELF-REFLECT 
NATURALIST COMPETENCE TO REALIZE FLORA AND FAUNA 

 
However, for me, aptitudes are learner‟s features not used usually in adaptive process because they are too complex 
and unpractical to implement in software engineering. Learning styles are more important than aptitudes. 

 Demographic information. Demographic data includes name, birth day, sex, ID card… In general, demographic 
information is used to identify person. 
 
 
I.1.2. Classification of User Models 
 
I.1.2.1. Stereotype model 

 
Stereotype (Rich, 1979) is a set of user‟s frequent characteristics. New learner will be classified according to their initial 
features, each classifier is stereotype. By small amount of information in stereotype, it is able to infer much more new 
assumptions about user. If information about user is gained in detailed and concretely, assumptions will be changed to 
become more precise. The term “assumption” refers the system‟s belief about user but this belief is not totally reliable, 
just temporary. 

In general, stereotype represents a category or group of learners. There are two kinds of stereotype: fix and default. 
In fix stereotype, learner is assigned to predefined stereotype at abstract level. For example, in Java tutorial course, 

students are divided into five group, corresponding to five level, each level is more difficult than previous level: novice, 
begin, known, advanced and expert. After obtaining individual information such as former knowledge, experience; 
system will assign each student to one of five levels and never change. 

In default stereotype, it is more flexible. Therefore, first, learner is assigned to the initial stereotype. It means that initial 
stereotype has “default” value. System will observe students and gather their performance data, actions, results of 
tests… in learning process. Finally, system changes the initial stereotype to new more appropriate stereotype. 
Straightforward, the setting of stereotype is gradually replaced by more precisely and is more fit to learner. 
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Figure I.1.3. Stereotypes 

 
There are three important components in a stereotype: trigger, inference and retraction: 
- Trigger is used to active a stereotype. In other word, it is a condition (e.g. logic expression) to assign a 
stereotype to learner. For example: if trigger “don‟t know Java” is activated, the stereotype “Java-novice” will be 
assigned to learner. 
- Inference is inferring engine, responsible for deducing related information about user from stereotype. For 
example: if learner is glued to “Java-expert” stereotype, inference engine should take out both essential and extra 
information such as learner knows object-oriented programming, interface, swing, internationalization problem, Java 
pattern, etc. 
- Retraction conditions are used to deactivate learner‟s stereotype. There is a circumstance: student was 
assigned stereotype “Java-novice” at the beginning of course but after learning process, student knew thoroughly Java, 
so his stereotype “Java-novice” is no longer suitable. Event “Users do final Java test very well” is condition to retract his 
stereotype “Java-novice” and he will be assigned a new appropriate stereotype – “Java-expert”. 
 
 
I.1.2.2. Overlay model 

 
The essential idea of overlay modeling is that the learner model is the subset of domain model. In other word, the user 
overlay model is the shot of comprehensive domain model. Domain model is constituted by a set of knowledge elements 
representing expertise‟s knowledge, normally; each element represents a concept, subject or topic in the major. So, the 
structure of user model “imitates” the structure of domain model. However, each element in user model (corresponding 
to each element in domain model) has a specific value measuring the user‟s knowledge about that element. This value 
is considered as the mastery of domain element ranging with certain interval. 

Straightforward, the domain is decomposed into a set of elements and the overlay model (namely, user model) is 
simply a set of masteries over those elements. Suppose that the mastery of each element varies from 0 (not mastered) 
to 1 (mastered). Then the expert model is the overlay with 1 for each element and the learner model is the overlay with 
at most 1 for each element. 
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Figure I.1.4. Overlay Model 

 
Overlay modeling approach was based on domain models which are often constructed as knowledge network or 
knowledge hierarchical tree. Authors and experts have responsibility for creating domain model. Normally, each concept 
in domain model is mapped to learning object. Nowadays, there is trend to build up domain model by ontology. 
 
 
I.1.2.3. Differential model 

 
Overlay model was based on expert‟s domain knowledge but there is need for learner/teacher to suppose the 
knowledge which is necessary to learner. That knowledge was called expected knowledge. In other word, expected 
knowledge is domain knowledge that learner should be mastered at the certain time. 
Therefore, differential model is basically an overlay on expected knowledge, which in turn is an overlay on expert‟s 
domain knowledge. With the overview of top-down methodology, differential model is a variant of overlay model. But in 
detailed, the differential model is instance of the class “fault model” (see section I.1.1.2) because expected knowledge 
can be considered as the knowledge that user lacks. 
 
 
I.1.2.4. Perturbation model 

 
Both overlay model and differential model assume that learner‟s knowledge is the subset of expertise‟s knowledge. They 
are not interested in learner‟s errors caused by misconceptions or lack of knowledge. These errors were considered as 
mal-knowledge or incorrect beliefs. 
Perturbation model represents learners as the subset of expert‟s knowledge (like overlay model) plus their mal-
knowledge. Hence perturbation model is also instance of the class “fault model”. This model open up new trend of 
modeling, so it can support better for adaptive system. 
 

 
 

Figure I.1.5. Perturbation model adds incorrect knowledge to subset of 

expertise‟s knowledge 
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I.1.2.5. Plan model 

 
Plan is a sequence of learners‟ actions to achieve desires or concrete goals. Plan recognition was based on tracking 
input user‟s performance [Kobsa, 1993]. There is the library consisting of all possible plans. User‟s actions are regarded 
and matched to these plans. The plan which is most similar to user‟s actions is chosen as learner model. This is plan 
recognition process. In this approach, it is very expensive to create library and requires complex computation & large 
storage. Furthermore, matching algorithm needs careful implementation and spends much time in executing. 
In general, user model has extremely important role in most user-oriented system, especially, adaptive learning system. 
It is not easy to classify learner models and methods of modeling but useful learner models were supposed in section 
I.1.2. However, we believe that building up the learner model must follow three below steps: 
- Initialization is the first step in user modeling. It gathers information and data about user and it constructs user 
model from this information. Initialization process also determines structure of user model, reasoning method and 
storage of user model. There are two common ways to gain data about user so that system can initialize user model: 
explicit questions and initial tests. 
- Updating intends to keep user model up-to-date. System can observe user‟s actions, track user‟s performance, 
and analyze user‟s feedback. Those tasks were done implicitly or explicitly. 
- Reasoning new information about user out from available data in user model. 
Reasoning is complicated but most interesting and so, our research also focuses on learner modeling and reasoning. 
 
 
I.2. Adaptive Learning 

 
The traditional learning with live interactions between teacher and students has achieved many successes but 
nowadays it raises the demand of personalized learning when computer and internet are booming. Learning is mostly 
associated with activities involving computers and interactive networks simultaneously and users require that learning 
material/activities should be provided to them in suitable manner. This is origin of adaptive learning domain. For this 
reason, the adaptive learning system (ALS) must have ability to change its action to provide learning content and 
pedagogic environment/method for every student in accordance with her/his individual characteristics. Adaptive systems 
are researched and developed for a long time; there are many kinds of them. So it is very difficult for researchers to 
analyze them. 

Here, I intend to systematize methods and theories in developing adaptive learning systems along with their features. 
This section brings out the entire overview of adaptive learning system. 

The term adaptive is defined as “able to change when necessary in order to deal with different situations”. In learning 
context, the adaptive learning system must have ability to change its action to provide learning content and pedagogic 
environment/method for every student in accordance with her/his individual characteristics such as knowledge, goal, 
experience, interest, background... when these characteristics vary from person to person. Therefore, adaptive leaning 
systems tailor learning material to user information. The survey of existing adaptive systems is represented in this 
section 

Section I.2.1 is to classify existing adaptive systems in their development history. Two modern and popular systems: 
ITS and AEHS are described in section I.2.2 and I.2.3; each system is surveyed entirely and enclosed with specific 
example. Section I.2.4 is the evaluation of existing ITS and AEHS. 
 
 
I.2.1. Classification of Adaptive Learning Systems 

 
Along with the progress of adaptive learning research, there are five main trends of adaptive systems [Fröschl 2005]: 
- Macro-adaptive system 
- Micro-adaptive system 
- Aptitude-treatment interactions system (ATI) 
- Intelligent tutoring system (ITS) 
- Adaptive Hypermedia System (or Adaptive Educational Hypermedia System) 
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Macro-adaptive system 
 
The early researches on adaptive learning intend to adapt the instructional performances to students on the macro level. 
Such system was called macro-adaptive system [Fröschl, 2005]. Students are classified into groups by grades from 
tests. Students in the same group have similar adaptive instruction. To identify each student with his/her group leads to 
the poor adaptation. Besides, the groups rarely receive different adaptive instruction.  
 
 
Aptitude-treatment interactions system (ATI) 
 
As known, e-learning environment serves many persons but is required to be appropriate to each individual. This system 
adapts specific instructional strategies to specific student‟s characteristics (aptitudes) such as knowledge, learning 
styles, intellectual abilities, cognitive styles… ATI [Mödritscher, 2004] also permits user to control partially or totally the 
learning process. User can control learning instruction or content presentation in course. Researches prove that 
successful level of user‟s control depends on his/her aptitudes. 
 
 
Micro-adaptive system 
 
This system, so-called micro-adaptive [Fröschl, 2005] [Mödritscher, 2004] performs adaptivities on micro level since it 
discovers and analyzes individuals need to provide user the appropriate instructions. When student is ongoing learning 
process, system observes and diagnoses [Mödritscher, 2004] continuously his/her activities. System‟s efficiency is 
evaluated on how much the adaptive procedures are tailored to user‟s needs. 
 
 
Intelligent tutoring system (ITS) 
 
ITS which is the hybrid approach coordinates aspects of micro-adaptive system and ATI. ITS is implemented by artificial 
intelligence methods. It aims to resemble the situation in which teacher and student sit down one-on-one and attempt to 
teach and learn together. ITS considers both user‟s aptitudes and user‟s needs. This is the first system applying user 
modeling techniques. Hence, user information is collected and structured more comprehensively. By the possibility of 
inferring new information from user model, ITS can perform prominently adaptive strategies. ITS is subdivided into four 
main components: domain expert, user modeler, tutoring module and user interface which have respective functions 
(see I.2.2). 
 
 
Adaptive Hypermedia System (AHS) 
 
AHS has also been researched for a long time until now, which is the next generation of ITS. AHS combine adaptive 
instructional systems (macro-adaptive, ATI, micro-adaptive, ITS) and hypermedia systems. For openers, we should 
glance over what is hypermedia. Hypertext is defined as a set of nodes of text which are connected by links; each node 
contains some amount of information (text) and a number of links to other nodes. Hypermedia is an extension of 
hypertext which makes use of multiple forms of media, such as text, video, audio, graphics, etc… 

According to [Brusilovsky, 1994], AHS can be useful in any application area where the system is expected to be used 
by people with different goals and knowledge and where the hyperspace is reasonably big. Users with different goals 
and knowledge may be interested in different pieces of information presented on a hypermedia page and may use 
different links for navigation. In short, AHS uses the user model containing personal information about his/her goals, 
interests, and knowledge to adapt the content and navigation in hypermedia space; so it aims to two kinds of adaptation: 
adaptive presentation and adaptive navigation (see I.2.3). For example, if user is a novice, system gives more 
annotation about the lecture which he/she is studying. 
 
Adaptive Educational Hypermedia System (AEHS) 
AEHS is specific AHS applied in learning context. Hypermedia space in AEHS is re-organized and tracked strictly. 
Moreover, it is kept large enough to be appropriate for teaching because user will be involved in trouble when navigating  
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if hypermedia space is too large. There is separate knowledge space including knowledge items; each item is mapped 
to hypermedia in hypermedia space. Both knowledge space and hypermedia space constitute the document space. An 
AEHS consists of document space, user model, observations and adaptation component (see I.2.3). We will survey 
AEHS instead of AHS in I.3. 
 
 
I.2.2. Intelligent Tutoring System 
 
Formerly, intelligent tutoring system (ITS) and artificial intelligence (AI) are areas which have been researched 
separately. AI developed fast in 1960‟s; Alan Turing thought that computer can “think” as human. Education becomes 
the fertile ground for applying AI methods since computer plays the role of human teacher. More and more people 
attends distance courses in the universities and they want to become self-taught mans who prefer a lifelong study; so 
computer is the best choice. Early ITS is the Computer Assisted Instructional (CAI) system that was generative. CAI 
system provides instruction aiming to improve students‟ skill. It gives students content presentation and records their 
learning performance but does not care about the knowledge students gained. 

User not attached special importance in CAI system becomes the main object in the overall system in the next 
researches. The system no longer gives only one instructional pattern to all students; it wants to know what types of 
student are considered and determines which instructions should be presented adaptively to each individual. So, ITS is 
directed to modeling user. The first modeling approach is stereotype classifying users into groups of characteristics.  

The rapid progress in AI supports many powerful mathematical tools for inference. The demand of reasoning new 
assumptions out of available information in user model is satisfied by using such tools. User‟s knowledge, needs and 
aptitudes are included in user model. Until now, ITS is evolved and distinguish from previous CAI system. The implicit 
assumption about the learner now focused on learning-by-doing. ITS is classified as being computer-based, problem-
solving monitors, coaches, laboratory instructors and consultants. The available information in user model, especially 
knowledge becomes more and more important. 
 
 
I.2.2.1. Architecture 

 
As discussed, ITS [Mayo, 2001] is the modern system since it inherits all strong points of both micro-adaptive system 
and ATI. ITS has components expressing the content taught, adaptive procedures and the techniques for collecting, 
storing user characteristics and inferring new assumptions from them. General architecture of ITS is constituted of four 
main parts: 

- Domain expert is responsible for structuring, storing and manipulating knowledge space (domain knowledge). The 
quality of domain knowledge depends on domain expert; it varies from teaching strategies to a considerable amount of 
knowledge available in learning course. Knowledge space contents many knowledge items which student must be 
mastered in course. Domain expert supports directly pedagogical module to perform adaptive functions. 

- User modeler constructs and manages user information represented by user model. This includes long-term 
information such as goals, demography information, mastered knowledge and short-term information such as whether or 
not students do exercises, visit a web site… User modeler also interacts with pedagogical module to catch and log 
user‟s tasks. User model can be stored in database or XML files. User model has critical role; if it is bad in that it don‟t 
express solidly user‟s characteristics, the pedagogical module cannot make decisions in the proper way. 

- Pedagogical module also called tutoring module or didactics module is the centric component in ITS, which adapts 
instructional procedures to students. This module makes decisions about the teaching process relating to the next 
problem selection, next topic selection, adaptive presentation of error messages, and selective highlighting or hiding of 
text. Pedagogical module co-operates with the user modeler and domain expert to draw information about domain 
knowledge and user when making decisions. 

- User interface is the component taking full responsibility for user-machine interaction. The user interface is rather 
necessary when it gives user friendly environment and provides the motivation for student to learn. If other parts don‟t 
work properly or raises error, user interface can notice or guide user to overcome troubles when using ITS. The interface 
can improve learning by reducing the cognitive load. While three other parts focus on learning and adaptive procedures, 
the user interface aims to users. 
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Figure I.2.1. General Architecture of ITS [Mayo 2001] 

 
 
I.2.2.2. Characteristics 

 
According to [Wenger 1987], when learning is viewed as successive transitions between knowledge states, “the purpose 
of teaching is accordingly to facilitate the student's traversal of the space of knowledge states”. He state that the core of 
ITS – pedagogical module provides two main adaptive tasks (makes decisions): diagnosis and didactics. 

- Diagnosis. The ITS “diagnoses” students‟ states as three levels: 
 Behavioral level: ignoring the learner's knowledge and focusing only on the observable behavior 
 Epistemic level: dealing with the learner's knowledge state and attempting to infer that state based on observed 

behavior 
 Individual level: covering such areas as the learner's personal traits, motivational style, self-concept in relation to 

the domain, and conceptions the learner has of the ITS. At this level, students become active learners. 
- Didactics is the "delivery" aspect of teaching, which is also referred as making decisions process. Wenger [Wenger 

1987] claims that didactics is implemented around four principles: 
 Plans of action: are used to lead the student and provide the context for diagnostic operations. 
 Strategic contexts: in which the plans of action are implemented. 
 Target level of the student model: selecting the level at which the teaching takes place. Depending on user state 

level, the pedagogical module will make appropriate instructional decisions. 
 
 
I.2.2.3. An example: ANATOM-TUTOR 

 
As the name suggests, ANATOM-TUTOR [Beaumont, 1994] is the ITS used for anatomy education (specifically for 
brain, including the visual system, the pupillary light reflex system and the accommodation reflex system). Three 
important components in ANATOM-TUTOR are ANATOM knowledge base, the didactic module, and the user modeling  
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component corresponding to three modules in the general architecture of ITS: domain expert, pedagogical module and 
user modeler. 

The knowledge base contains anatomical concepts represented in frame-based formalism. Concepts associated to 
their relations are located in the concept hierarchy. The reasoning is executed by built-in mechanism. 

The user modeling component applies stereotype method to build up user model. First, system classifies users when 
they answer the initial questions at the start of course. This task will activate default stereotype for individual. Each 
user‟s stereotype is refined frequently by surveying and reasoning from observations. 

 

 
 

Figure I.2.2. User modeling component in ANATOM-TUTOR 

 
The didactic module “teaches” user by providing the adaptive knowledge (in form of lesson, explanation…). There are 
two kinds of teaching knowledge: 

- Global teaching knowledge refers to the general structure of a lesson. 
- Local teaching knowledge refers here to what to do when a student gets into difficulties. 
There are many ITS systems but ANATOM-TUTOR is given as typical example because its knowledge base, user 

model and pedagogical module have coherent interaction with built-in reasoning mechanism. Moreover, medical 
teaching is worthy to be attached special importance due to humanity. 

 
 

I.2.3. Adaptive Educational Hypermedia System 

 
AEHS inherits basic components of ITS in respect of implementation but takes advantage of plentiful supplies of 
learning material in hypermedia space. As discussed, adaptation [Brusilovsky, 1994] is ability to change system‟s 
behaviors to tune with learner model. When hypermedia is the combination of hypertext and multimedia, AEHS can be 
known as the system providing learner with learning material in form of hypertext and multimedia (like hyper book,  



I.3. Bayesian network user model 

 

 

 
Loc 076 

 
 
electronic book) tailored to learner‟s preference. According to [Brusilovsky 1996], there are two forms of adaptation: 
adaptive presentation and adaptive navigation: 

- Adaptive presentation refers to the information which is show, in other word, what is shown to the user 
- Adaptive navigation refers to manipulation of the links, thereby; the user can navigate through in hypermedia. In 

other word, it is where user can go 
-  

 
 

Figure I.2.3. Adaptive representation 

 
 

 
 

Figure I.2.4. Adaptive navigation 

 
Canned text adaptation is the most important case of adaptive presentation. It focuses on processing adaptive text parts 
called as fragments. There are three main kinds of text adaptation: 
- Conditional text: fragments are inserted, removed, altered and dimmed when certain conditions relating user 
characteristics are met. 



I.3. Bayesian network user model 

 

 

 
Loc 077 

 
 

Stretch text: some keywords of document are replaced by longer descriptions according to user‟s knowledge. 
- Sorting fragments: fragments are sorted according to their relevance for the user. 
 
Adaptive navigation supports some following cases of navigations: 
- Direct guidance: guide the user sequentially through the hypermedia system by two methods: 
i. Next best: providing a suitable next link. 
ii. Page sequencing or trails generate a reading sequence through hypermedia space 
- Adaptive link sorting: sorting the links of hypermedia due to their relevance for the user 
- Adaptive link hiding: limit the navigational possibilities by hiding links not suitable to user. Link hiding is implemented 

by making it invisible or disabling it or removing it. 
- Link annotation: showing users the hints to the content of the pages which the links point to. The annotation might 

be text, icon or traffic light metaphor. The metaphor is displayed as the colored ball which is annotated the link pointing 
to a document in hypermedia space. The red ball indicates that document is not recommended to user. The yellow ball 
has the same meaning to red ball but it is less strict than red ball. The green ball hints that document should be 
recommended to user. The grey ball indicates that user has already known this document. 

- Link generation: generating appropriate links so that system prevents user from getting involved in large 
hyperspace. 

- Map adaptation: graphical overviews of adaptive links. 
 
 
I.2.3.1. Architecture 
 
In general, the architecture of AEHS [Karampiperis, Sampson 2005] has two layers: runtime layer and storage layer. 
Runtime layer has responsibility for presenting adaptive learning material to user and observing user in order to update 
learner model. Storage layer is the main engine which controls adaptive process with some tasks such as 
- Initialize and update learner model. 
- Choose concepts in domain model, educational resource in Media Space by selection rules. 
- Store learning resources, domain ontology, learner model, etc. 
-  

 
 

Figure I.2.5. General architecture of AEHS 

 
As seen in general architecture, storage layer has four models: 
- Media model: contains learning resource and associated descriptive information (metadata). 
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- Domain model: constitutes the structure of domain knowledge. Domain model was often shown in the form of graph. 
Nowadays, researchers intend to build domain model according to ontology. 
- Adaptation model: is the centric component which gives effect to adaptation. It contains content selection rules and 
concept selection rules. We apply content selection rules into choosing suitable educational resource from medial 
model. On the other hand, concept selection rules are used to choose appropriate concept from domain model. These 
rules must tune with user model so that the selection gets correct. 
- User Model: information and data about user. 
 
 
I.2.3.2. Characteristics 

 
AEHS has many variants in implementation; each of them conforms to specific requirements conditional upon 
application. It is very difficult to characterize such domain-dependent variants if it has no common language for 
describing AEHS. [Henze, Nejdl 2004] use first-order logic (FOL) to define a language for comparing and analyzing 
AEHS. Therefore, an AHES is a quadruple (DOCS, UM, OBS, AC) 

 
DOCS refers both hypermedia space and knowledge structure (domain model). DOCS contains the documents which 

are organized in accordance with domain model representing all relationships between documents. Each document 
associated information / learning material in hypermedia space such as text, hypertext, audio... has the identifier 
denoted doc_id. There are logical predicates that show the relationships of documents in domain model. For example: 

- Predicate part_of(doc_id1, doc_id2)  means that doc_id2  is a part of doc_id1 

- Predicate preq(doc_id1, doc_id2)  means that doc_id2  is prerequisite of doc_id1 
- Predicate is_a(doc_id1, doc_id2) expresses the taxonomy on documents. 
- Predicate is_dependent(doc_id1, doc_id2) expresses the dependencies between documents. 
So, every document considered as knowledge element or topic is the basic unit in DOCS. 

 
UM is responsible for managing information about user such as knowledge, goals, learning styles, etc. In short, UM has 
below functions: 

- Initialization is the process which gathers information and data about user and constructs user model from this 
information. 

- Updating user model by using observations OBS. 
- Reasoning new information about user out from available data in user model. 
User models are classified into: stereotype model, overlay model, differential model, perturbation model, and plan 

model. For example, the domain (in DOCS) is decomposed into a set of elements and the overlay model is simply a set 
of masteries over those elements. 

Each element in UM represents a user, which denoted logically by identifier user_id. Characteristics assigned to user 
are expressed by predicates: has_property(user id, characteristic x), has_property(user id, characteristic x, value). The 
very important characteristic “knowledge” is expressed by predicates: 

- know(doc_id, user_id): tell us whether user knows document. 
- know(doc_id, user_id, value):  tell us amount of knowledge user has on document. The variable value refers the 

user‟s knowledge level. 
 
OBS. Both system‟s runtime behaviors concerning to user and user‟s interaction with system are monitored and 
recorded as observations OBS. For example, how users did the test, whether users visited course web pages and how 
long users studied online are considered as observations OBS used to update user model. Hence, the objects of OBS 
for modeling observations are the users and observations. Suppose systems recognized that user user_id visited the 
document doc_id; this observation is expressed by predicates: 

- obs(doc_id, user_id) 
- obs(doc_id, user_id, value) 
The following predicate is more complex, in which the value can tell us how many times user visited the document.  
 
AC, the most important component, contains rules supporting adaptive procedures. In other words, the adaptive 

functionality is a set of rules describing AEHS‟s runtime behaviors. Suppose there is a functionality which is to decide 
whether or not recommend a document for learning to student. This functionality which belongs to the group determining  
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the learning state of documents is described as the rule: “student should learn a document if he/she has already visited 
(learned) all prerequisites of this document. This rule is expressed as FOL predicate: 
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I.2.3.3. An example: AHA! 

 
 (Adaptive Hypermedia for All) 
AHA! [De Bra and Calvi, 1998], a Java-based open source soft is based on Dexter Hypertext Reference Model [Halasz, 
Schwartz 1990] and aims to general-purpose adaptive hypermedia system. The AHA! architecture so-called AHAM 
complies with the standards of general architecture of AEHS (see section I.2.3.1). AHAM [De Bra, Houben, Wu 1999] 
has three layers: runtime layer, storage layer, within-component layer. 
- Runtime layer has the same function to user interface module of ITS, which interacts with users. This layer must 
be implemented according to specifications in “Presentation Specifications”. 
- Storage layer which is the heart of AHA! has three models: domain model (DM), user model (UM), adaptation 
model (AM). These models are managed by AHA! engine (see next section). 
- Within-component layer describes the internal data objects, e.g. the resources (x)html linked to concepts. AHA! 
accesses these objects through “anchoring”. 
-  

 
 

Figure I.2.6. AHAM – The architecture of AHA! 

 
The implemented framework of AHA! [De Bra et al., 2006] is constituted of Java web server, connection servlets and 
AHA! engine. When users request a concept / document, the engine will return adaptive learning material consisting of 
(x)html pages, possibly other media objects. In brief, AHA!, a web-based system, receives user HTTP request and send 
back the HTTP response containing adaptive instructions. 
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Figure I.2.7. Implemented framework of AHA! 

 
 
AHA! Engine 
 
The AHA! engine [De Bra, Smits, Stash 2006] manipulates three main models as below: 
- Domain model (DM) contains domain concepts associated web learning resources. The relationships between 
concepts are also specified. 
- User model (UM) describes user information. UM is built up by applying overlay modeling approach. Hence, UM 
is the mastered subset of DM. 
- Adaptation model (AM) contains adaptive rules; each rule is associated to a domain concept and used to update 
UM when executing. 
The combination of DM and AM represents a model of the conceptual structure of the application. So AHA! engine has 
responsibility for executing rules, updating user model, filtering retrieved resources. 
 

 
 

Figure I.2.8. AHA! engine 

 
Moreover, AHA! engine [De Bra et al., 2006] also manages application files, resource files in (x)html. DM, UM and AM 
are store in MySQL database or xml files. The engine manipulates them through three abstract tiers: 
- Concept tier: to create concepts, find concepts and link concepts to resources. 
- Profile tier: to create user profiles, find a profile and destroy profiles. Note that AHA! identifies user profile with 
user model. 
- Log tier: to record user‟s interactions with system, e.g. where and when user accessed some concepts.  
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Adaptive procedure 
 
Adaptive procedure is processed by the engine described above. The interaction between user and AHA! happens 
through HTTP protocol; whenever users send the HHTP request since the click on the link in course pages, adaptive 
process occurs as following steps [De Bra, Smits, Stash 2006]: 
1. Finding the request concept in DM and getting the resource (web pages, exercises, tests…) associated this 
concept. 
2. Retrieving UM. 
3. Executing adaptive rules (in AM) attached to the request concept. These rules will update attributes of UM 
(users‟ characteristics). The executing process spreads over AM since the update can trigger other rules associated 
updated attributes. So this process continues until no rule is triggered. 
4. The resources associated to request concept are retrieved and filtered by adaptive rules in AM so that they are 
suitable to users (tuned to UM). 
 
 
I.2.4. Evaluation of existing ITS and AEHS 

 
We already described architecture and basic features of adaptive learning systems in which ITS and AEHS are 
researched and developed continuously nowadays. When AEHS and ITS are compared together, their architectures are 
very similar. For example, adaptation component in AEHS “plays the role” of pedagogical module in ITS. However 
AEHS has some prominent advantages when it makes use of web technology. Hypermedia space in AEHS is more 
plentiful and convenient with non-linear navigation than knowledge space in ITS. Moreover, the interface in AEHS is 
more friendly than ITS due to using web page and HTTP protocol as means of interaction between user – machine in 
learning environment. That client-server architecture is implemented perfectly in AEHS through HTTP protocol will 
provide user the collaborative environment in e-learning; learners can share their experiments over network. 
AEHS has some variants such as Adaptive Educational Web-Based System (AEWBS) focusing on web technology and 
AI techniques but the ideology of such variants does not go beyond AEHS. So, I don‟t include them in this chapter. 
 
 
I.3. Bayesian network user model 

 
The user modeling system proposed in this thesis uses not only Bayesian network but also other techniques such as 
hidden Markov model, data mining to construct and exploit user model. However Bayesian network approach is very 
important in the design of user modeling system. So I reserve this section for glancing over the state of the art of 
Bayesian network model. Bayesian inference is described in detail in section III.1. 

There are three methods of building up Bayesian network user model: expert centric, efficiency centric and data 
centric. 

- Expert-centric method: The structure and conditional probabilities are defined totally by experts. KBS hyperbook 
system [Henze, 2000], Andes [Conati et al., 2002] are significant systems that apply this method. 

- Efficiency-centric method: The structure and conditional probabilities are specified and restricted based on some 
restrictions. SQL-Tutor [Mayo and Mitrovic, 2000] system applies this method.  

- Data-centric method: The structure and conditional probabilities are learned directly from real-world data by learning 
machine algorithms. 

However KBS hyperbook, Andes and SQL-Tutor are hybrid systems when they take advantage of both approaches 
expert-centric and efficiency method. I will introduce such significant systems. 
 
 
I.3.1. KBS Hyperbook System 
 
According to [Henze, 2000], the domain is composed of a set of knowledge items (KI). Each KI can be the concept, 
topic, etc that student must master. There is a partial order on KI (s) to express the prerequisite relationships among 
them. Suppose KI1 is prerequisite for KI2, the partial order is denoted as KI1 < KI2. It means that student must master KI1 
before learning KI2. User knowledge is represented  as a knowledge vector in which the i

th
 component of this vector is 

the conditional probability expresing how user masters the KIi. 
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KV(u) = { Pr(KI1|E), Pr(KI2|E),..., Pr(KIn|E) } 
Where KI1, KI2,..., KIn denotes knowledge items and E is evidence that system observes about user in learning 

process. 
[Henze 2000] defines the dependency graph as the neighbouring graph in which the nodes are KI (s) and the arcs 

represent partial order among KI (s). Namely, that the arc from node B to node A and there is no Z interveneing between 
A and B (A<Z<B) tells us the order A < B. If a KI has no prerequisite, it is called top-most KI. All KI (s) are classified into 
three levels. 

- The first level includes top-most KI (s). 
- The second level includes KI (s) that require top-most KI (s). This level is further divided into two parts: one that 

is prerequisite for some third-level KI (s) and one that is not required by any third-level KI. 
- The third level includes KI (s) that require second-level KI (s). 
In each level, there are always KI (s) so-called main KI (s) that have no parent. Main KI (s) in the same level are 

assumed to be mutually independent. 
 

 
 

Figure I.3.1. An example of dependency graph 

 

 
 

Figure I.3.2. The levels of KI (s) 
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Each top-most KI has a set of its children describing it in more detail. So the root tree is defined as the sub-graph having 
a top-most KI and all remaining nodes are children of KI. If there are n top-most KI, we have n root trees. 
 

 
 

Figure I.3.3. Root tree 

 
The dependency graph and a set of root trees found the Bayesian network in which nodes are represented as random 
variables and arcs are expressed by conditional probability tables. Each variable (KI) has four discrete grades {E, F, A, 
N}: 
- E is an abbreviation of expert, which refers that user has expert‟s knowledge on a KI. 
- F refers that user has advanced knowledge on a KI with some difficulties but mainly excellent. 
- A refers that user has beginner‟s knowledge on a KI. 
- N is an abbreviation of novice, which refers that user don‟t know anything about a KI. 
The computation expense of inference tasks increases exponentially when continuously directed cycles exists in 
network. There are three approaches to eliminate cycles from Bayesian network: clustering, conditioning and stochastic 
simulation. 
- Clustering approach: The nodes that cause directed cycle are clustered to single node. 
 

 
 

Figure I.3.4. Clustering approach 

 
- Conditional approach: The whole network having directed cycles are transformed into some simpler sub-
networks. Each sub-network includes variables instantiated to one of their values. For example, if nodes have two 
values: 0, 1 then whole network is transformed into two sub-networks: one for instances of variables having value 0 and 
one for instances of variables having value 1. 
- Stochastic approach: The simulation of network is run repeatedly for calculating approximations of the exact 
evaluation. 
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I.3.1.1. Yet Another Clustering Formalism (YACF) 
 
Henze (2000) developed a new clustering approach so-called Yet Another Clustering Formalism (YACF) enabling to 
generate a directed graph without cycles in the underlying undirected graph. YACF give an additional cluster node while 
other the nodes (normal nodes) in clusters are not change, only the conditional probability tables of the child vertices of 
the cluster must be changed. Note that there are two kinds of nodes: the (normal) node that represents KI and the 
(additional) cluster node. 

The additional cluster node [Henze, 2000] is the node that owns income nodes (so-called parent nodes) and outcome 
nodes (so-called child nodes). The cluster node receives information (maybe evidence) from parent nodes and 
distributes it to child nodes. This is the information propagation from parents to children. The cluster node is realized as 
the random cluster variable whose range is the sum of the ranges of all child nodes. One part of the range of cluster 
variable holds for a particular child node. Thus each child has to listen only to the part of cluster‟s variable which holds 
information about it. For example, there are three variables KI1, KI2, KI3 and both KI1 and KI2 are parents of KI3. If KI1 has 
value E (expert) and KI2 has value A (beginner) then the value of KI3 is the best grade among values of KI1 and KI2; so 
KI3 has value E (expert). It means that the information is passed from KI1 to KI3. 

The excellence of YACF method is only to specify the conditional probability tables (CPT) of cluster node and child 
nodes. It isn‟t necessary to re-construct whole network; the structure of network and the CPT (s) of parent nodes are 
keep in origin. 

 

 
Figure I.3.5. YACF method 

 
 
I.3.1.2. How to define CPT (s) of cluster node and child nodes 
 

Suppose X1, X2,…, XN are parent nodes and Y1, Y2,…, YM are child nodes and H is cluster node. Each Yi, Mi ,1 is 

depedent from at least one Xk, Nk ,1 . Let 1Yi,…, LYi denote the part of the range of H which carries information for 

node Yi. Note that if KI has for values as discussed {E, F, A, N} then the set {1,…, L} is the {E, F, A, N}. 
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Figure I.3.6. Cluster node 

The CPT of cluster node H is defined as the matrix  
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Where best_grade return the maximum value of parent variables Xl on which Yi is dependent 
 

Table I.3.1. CPT of a YACF-Cluster node 
 

 
 
X1,……...Xk,……..,Xn 

range of H holding 
evidence for node Y1 

Pr(H=E_Y1|…)…Pr(H=N_Y1) 

 
 
… 

range of H holding 
evidence for node YM 

Pr(H=E_YM|…)…Pr(H=N_YM) 

X1=E,…, Xk=E,…, XN=E 
. 
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The conditional probability of child node Yi, Mi ,1  given cluster node H is defined in the following: 
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Table I.3.2. CPT of a child node Y given cluster node H 
 

Cluster node (H) Pr(Y=E|H=…) Pr(Y=F|H=…) Pr(Y=A|H=…) Pr(Y=N|H=…) 

H1=E 
. 
. 
Hi-1=N 

0.25 
. 
. 
0.25 

0.25 
. 
. 
0.25 

0.25 
. 
. 
0.25 

0.25 
. 
. 
0.25 

Hi=E 
Hi=A 
Hi=F 
Hi=N 

0.8 
0.2 
0 
0 

0.2 
0.6 
0.2 
0 

0 
0.2 
0.6 
0.2 

0 
0 
0.2 
0.8 

Hi+1=E 
. 
. 
Hn=N 

0.25 
. 
. 
0.25 

0.25 
. 
. 
0.25 

0.25 
. 
. 
0.25 

0.25 
. 
. 
0.25 

 
 
I.3.2. Andes 

 
The special thing in Andes [Conati et al., 2002], the intelligent tutoring system that hepls students to solve physic 
problems or exercises, is that the Bayesian network is not built up directly from training data or by experts like other 
systems. For each problem or exercise, the rule-based problem solver generates the data structure so-called solution 
graph which is then converted into Bayesian network. The solution graph is initilized right before student solves a 
problem. 
 

 
 

Figure I.3.7. Student modeling in Andes 
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I.3.2.1. Solution graph 

 
Andes also constructs physics knowledge base including physics rules which are used to encode solution graph. The 
following are some sample physics rules. 
- R-try-Newton-2law: If the problem‟s goal is to find a force then set the goal to try Newton‟s second Law to solve 
the problem  
- R-goal-choose-body: If there is a goal to try Newton‟s second law to solve a problem then set the goal to select 
a body to which to apply the law 
- R-body-by-force: If there is a goal to select a body to apply Newton‟s second law and the problem goal is to find 
a force on an object then select as body the object to which the force is applied 
- R-normal-exists: If there is a goal to find all forces on a body and the body rests on a surface then there is a 
normal force exerted on the body by the surface 
For example, there is a sample problem shown in figure below: 
 

 
 

Figure I.3.8. Sample problem 

 
The goal of problem is to compute the normal force. Firstly, the problem solver generates the top-level goal of finding 
normal force. Secondly it determines the sub-goal of using Newton‟s second law to find normal force. Finally, it 
generates three sub-goals corresponding to necessary steps so as to apply Newton‟s second law: “choosing a body to 

which to apply the law”, “identifying all the forces on the body” and “writing the component equation F = m a


”. The 

solution graph is shown in following figure.  
 
 

 
 

Figure I.3.9. Solution graph 

 

 

A block (A) of mass 50kg rests on top of a table. Another block (B) of 
mass 10kg rests on top of block A.  
What is the normal force exerted by the table on block A? 
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Each node in this graph denotes a particular type of information (goal, rule, rule application, strategy). Namely, the 
nodes: G-find-Nat, G-try-Newton-2law, G-choose-bodies, G-define-bodies-A-B, G-define-forces-on-A denote goals: top-
level goal of finding the value of normal force, sub-goal of using Newton’s second law to find normal force, sub-goal of 
choosing a body to which to apply the law”, sub-goal of identifying all the forces on the body and sub-goal of writing the 

component equation F = m a


, respectively. These nodes and relationships among them are used to construct the task-

specific part of Bayesian network. 
 
 
I.3.2.2. Bayesian network in Andes 

 
The Bayesian network in Andes [Conati et al., 2002] includes two parts: one part so-called domain-general part that 
encodes the domain-general knowledge and another part so-called task-specific part that encodes the task-specific 
knowledge. While domain-general knowledge base includes general concepts and procedures which define the 
proficiency in domain, task-specific knowledge base represents knowledge related to students‟ performance on 
problems and exercises. 

Domain-general part is stable when it is based on domain-general knowledge base specified by experts. Its structure 
is maintained across problems and examples. The marginal probability of each node in this part is always computed 
when students finish their exercise, which expresses students‟ mastery of such node. On the contrary, the task-specific 
part is temporal when it is automatically generated from the solution graph of each problem or exercises on which 
students work. When students finish their problem or exercise, the task-specific part is discarded (but it will be re-
constructed in the next time) and the posterior marginal probabilities of domain-general part is computed and used as 
the priors for next time.  
 
 
Domain-general part in Bayesian network 
 
This part models student knowledge, whose nodes are classified into two types: rule and context-rule. Each node has 
two values: 0 denoting not mastered and 1 denoting mastered. A rule node represents a piece of knowledge in its fully 
general form while a context-rule node represents the mastery of a rule in concrete problem solving context. There is 
always a conditional relationship between a rule node and a context-rule node, in which rule node is the parent of 
context-rule node. It means that the parent (rule node) represents the general knowledge and the child (context-node) 
tells us how the student masters such general knowledge in specific context. 
 

 
 

Figure I.3.10. Relationship between rule and context-rule nodes 

 
The conditional probability Pr(context-rule=mastered | rule=mastered) equals 1 because if the student master the 
general knowledge then she/he can apply it to solve any problems or exercise. The conditional probability Pr(context-
rule=mastered | rule=not-mastered) expresses the probability that student solve successfully a problem or exercise even 
if she/he doesn‟t master the general knowledge. How to specify the CPT of context-rule is the role of experts. 
 
 
Task-specific part in Bayesian network 
 
The task-specific part is temporal because it is discarded right after students finish their work and it is re-constructed in 
the next time. The task-specific part includes rule-context nodes and four other nodes: fact, goal, rule-application,  
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strategy which are denoted with prefix r-, f-, g-, ra-, s-, respectively. These nodes are created from the solution graph of 
the problem or exercise on which students work. In other words, solution graph is the foundation of task-specific part. 
The structure of solution graph is kept intact in Bayesian network. 

Fact and goal nodes represent the propositions in domain; thus they are called proposition nodes (denoted with prefix 
pr-). They express the information that is derived when students apply context rules into solving problems or exercise. 
That a proposition node gets value 1 (true) means that the student can infer such proposition from her/his knowledge 
and otherwise. The parents of a proposition node are nodes from which it is derived and the real relationship between 
proposition node and its parents is leaky-OR relationship in which the conditional probability of proposition node given its 
parents equals 1 if at least one of such parents gets true. In case that all its parents are false, this probability equals the 
predefined real number β so-called a “leak”. 

Rule-application nodes are responsible for aggregating context-rule nodes, proposition nodes and strategy node so as 
to derive a new proposition node. One of the parents of a rule-application node must be a context-rule node. It 
implicates whether students can apply the rule into solving their problem or exercise. The relationship between rule-
application node and its parents is noisy-AND relationship in which the conditional probability of rule-application node 
given its parents equals 1-α only if all such parents gets true. The predefined real number α is called a “noise”. If at least 
one of its parents gets false, this conditional probability equals 0. It means that the student must master all context rules 
before she/he applies such rules into solving problem or exercise. In case that she/he even knows whole rules, it is 
possible to assert totally that she/he can apply perfectly rules. 

 

 
 

Figure I.3.11. Relationship between nodes in task-specific part 

 
Strategy nodes are used in situation that there are different solutions to a problem. For example, there are two 
application rules aiming to solve the same goal. When the posterior probability of one application rule lessens the 
posterior probability of another, it raises the issue so-called mutually exclusive strategy. 
 
 

 
 

Figure I.3.12. Mutually exclusive strategy 
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The strategy node is associated with goal node in order to come over mutually exclusive situation. Both strategy node 
and goal node are parent of some goal nodes. Each goal node (child node) is considered as different strategy when 
student solve a problem and it corresponds with one value of strategy node. Of course the number of values of strategy 
node is the same to the number of goal nodes which are its children. The probability of one value of strategy node 
expresses the frequency of respective strategy that student may choose as the solution for her/his problem. The higher 
is this probability, the more do student prefers to select respective strategy. 
 

 
 

Figure I.3.13. Strategy node 

 
Inference mechanism in Bayesian network 
 
Suppose the student who solves the problem of finding normal force in our example chose block A as body. At that time, 
the fact node F-A-is-body gets value 1 (true). When the evidence raised by this fact node is entered, the posterior 
probabilities of all nodes that derives to evidence become higher and otherwise. The following figure tells us the 
prior/posterior probabilities of all nodes in the task-specific part (also solution graph) in Bayesian network. 
 
 

 
 

Figure I.3.14. Prior/Posterior probabilities in the task-specific part 
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I.3.3. SQL-Tutor and Constraint-Based Modeling 
 
Constraint-Based Modeling (CBM) 
 
There are two types of user knowledge: generative and evaluative. Generative knowledge means that user has actual 
ability about some learning skills. But in the real situation, students may discriminate between the correct and incorrect 
solution to a problem before they master such problem. This is the evaluative knowledge. Constraint-Based Modeling 
(CBM) aims to model evaluative knowledge. A constraint is a pair <Cr, Cs> denoting relevance condition and 
satisfaction condition, respectively. Both Cr and Cs are patterns used to match the states of student‟s solutions but Cs is 
more specific than Cr. 

For example, the Cr=(n1+n2=*) of a constraint is defined to match any string of form n1+n2=* where n denotes any 
variable and * denotes any string. So some expressions like “1+1=2”, “7+1=9”, “A+B=CD” match this Cr but other 
expressions like “1234”, “A=BC” don‟t. Cr defines the class of student‟s solutions. 

Cs is more specific than Cr and it defines the correctness of student‟s solutions. An example for Cs is n1+n2=add(n1, 
n2) where the function add is responsible for adding two numbers. So the expression “1+1=2” matches this Cs but the 
expression “3+2=6” is wrong. 

If student‟s solution is matched with both Cr and Cs, the constraint <Cr, Cs> is satisfied for this solution. If only Cr 
matches the solution, we call that the constraint is relevant to solution. If both Cr and Cs don‟t match this solution, the 
constraint is violated 

If matches(student-solution, Cr) Then  
If not_matches(student-solution, Cs) Then  
constraint-is-violated;   
Else  
constraint-is-satisfied; 
End If 
Else 
constraint-is-relevant;   
End If 
In case that the constraint is violated, the constraint-specific tutoring system can begin. 

 
 
Architecture of SQL-Tutor 
 
The SQL-Tutor [Mayo and Mitrovic, 2000] is the constraint-specific tutoring system teaching SQL database language. 
The knowledge base in SQL-Tutor is a set of constraints describing rules of SQL language. The architecture of SQL-
Tutor has three functional models: CBM student modeler, pedagogical module and the interface. 
 
 

 
 

Figure I.3.15. Architecture of SQL-Tutor 
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The interface is responsible for interacting with student through graphic user interface (GUI). The CBM student modeler 
manages and updates student model. There are several databases and a set of problems for each database together 
with their solutions. Each problem has a concrete difficult level and each student is also assigned a level of knowledge. 
CBM student modeler is responsible for increasing student‟s level of knowledge if she/he is successful in solving some 
problems and otherwise his level of knowledge is decreased. 

The pedagogical module is the most important module. It monitors student continuously and give some pedagogical 
decisions (instructions) that helps students to improve their knowledge. Pedagogical module gives student„s problem 
that is appropriate to her/him. It means that it matches student‟s level of knowledge with problem‟s difficult level. When 
students solve problem, it sends this solution to CBM student modeler. If the solution is wrong it notices the feedback 
message, otherwise maybe it gives student the next problem. 
 
 
Bayesian network in SQL-Tutor 
 
Now please focus on how to representing student model by probabilistic approach instead of increasing or decreasing 
student‟s knowledge and how to apply Bayesian network into SQL-Tutor student model. The student model is 

constituted of a set of binary variables (matered1, matered2,…, materedn) where materedc (c= n,1 ) expresses whether 

the constraint c is mastered (materedc=1) by user or not (materedc=0). Pr(materedc=1) is the certain probability that 
student masters constraint c. The initial value of Pr(materedc=1) is the ratio of the frequency that constraint c is satisfied 
to the frequency that constraint c is relevant in the past 

 

relevant is cthat frequency  The

 satisfied is cthat frequency  The
)1(Pr0 cmaster  

 
After student solves her/his problem and receives the feedback from pedagogical module, the probability 

Pr(materedc=1) is updated according following heuristic rules: 
- If constraint c is satisfied then Pr(masteredc=1) increases by 10% of the value 1–Pr(masteredc=0). 
- If constraint c is violated and no feedback about c is given then Pr(masteredc=1) decreases by 20%. 
- If constraint c is violated but feedback is given about c then Pr(masteredc =1) increases by 20% of the value 1–

Pr(masteredc=1).  
Instead of using such rules, SQL-Tutor proposes another method which applies Bayes‟ rule to update the probability 

that constraint is mastered. Let L denote student‟s mastery of constraint and let M denote the outcome of the last 
student‟s solution at this constraint. Both L and M are binary variables in which L takes values 1 (mastered) and 0 (not 
mastered). M takes value 1 (satisfied) and 0 (violated). Suppose the prior probability of student‟s mastery is Pr(L), the 
essence of updating such probability is to compute the posterior probability Pr(L|M) when M is observed. Pr(L|M) 
denotes the probability that student masters (doesn‟t master) the constraint given that this constraint is satisfied 
(violated). 
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Where l, m }1,0{  denote values of L, M, respectively and Pr(M|L) is the probability that constraint is satisfied 

(violated) given that student masters (doesn‟t master) this constraint. Pr(M|L) is considered as the likelihood function of 
the student‟s mastery and defined by experts. 

It is necessary to predict the performance of student given the problem p on constraint c. Let materedc be the binary 

expressing whether student masters constraint c. The binary relevantISc,p }1,0{  expresses whether constraint c is 

relevant to the ideal solution of problem p. The binary relevant SSc,p }1,0{  expresses whether constraint c is relevant to 

the student‟s solution to problem p. That variable relevant SSc,p depends on relevantISc,p }1,0{  implicates that the 

student‟s solution must match the ideal solution. The variable performancec,p having three values satisfied, violated and 
not-relevant denotes the performance of student given the problem p on constraint c. The variable performancec,p 
depends on both relevant SSc,p and materedc. The Bayesian network representing these variables and relationships 
among them is shown in following figure. 
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Figure I.3.16. Bayesian network in SQL-Tutor 

 
As discussed, the prior probability of materedc, Pr0(materedc=1), is defined by Bayes‟ rule or heuristic rule. The prior 
probability of relevantISc,p is specified by expert. The conditional probability table (CPT) of relevantSSc,p given 
relevantISc,p is defined as: 
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The parameter αc (βc) denotes the probability of constraint c being relevant to the student‟s solution given that the 
student‟s solution is (not) relevant to the problem‟s ideal solution. It is stated that the parameters αc, βc indicate the 
usefulness of ideal solution or the effect of ideal solution on student‟s solution. They are defined by experts or as the 
estimation which is computed from log files. For example, the parameter αc is the ratio of the frequency that constraint c 
is relevant to both ideal solution and student‟s solution to the frequency that constraint c is relevant to ideal solution. The 
parameter βc is the ratio of the frequency that constraint c is relevant to student‟s solution but not relevant to ideal 
solution to the frequency that constraint c is relevant to ideal solution. 
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I.3.4. Data-centric approach 

 
[Cheng, Bell, Liu 1997a] proposed the considerable method for learning Bayesian network structure from training data. 
In this method, the correlation between two nodes is measured by the amount of information flow between them. Such 
measurement is named mutual information. The higher the mutual information of two nodes, the more the correlation 
between them is, in other words, the more likely there is an arc connecting them. The mutual information of two nodes 
X, Y is defined as: 
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And the conditional mutual information is defined as: 
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Where C is a set of nodes 
 
Given the threshold δ, if the conditional mutual information I(X,Y|C) is smaller than δ then two nodes X, Y are d-
separated by set C. 

The algorithm [Cheng, Bell, Liu 1997a] for learning the structure of Bayesian network includes three phases: drafting, 
thickening and thinning. However, before discussing about this algorithm, we should know the concept “d-separation” 
and “cut-set”. Give a set C and two nodes (A, B), the statements “A is d-separated from B by C”, “C d-separates A from 
B” or “there is a d-separation between A and B given C” mean that there is no active (open) undirected path between A 
and B. The path between A and B is active if every node in the path having head-to-head arrows is in C or has a 
descendant in C and every other node in the path is outside C. The concept “d-separation” ensures that the evidence 
about one node doesn‟t affect on other node. The smallest set of nodes that d-separates A from B is called the cut-set of 
A and B. 

In the first phase, drafting phase, given the empty ordered set S and the threshold δ, for each pair of nodes X and Y, 
the mutual information I(X,Y) is computed by above formula. All of these pairs whose I(X,Y) is larger than δ are sorted 
into the set R according to their respectively I(X,Y) in descending order. Starting with picking up the first pair whose 
I(X,Y) is largest from S; if there is no undirected path between X and Y (these two nodes are d-separated given empty 
set) then an undirected arc is added between X and Y. This is repeated until S contain only pairs that aren‟t adjacent but 
are connected via a longer path. The output of this phase is the single-connected network or some unconnected single-
connected network. It means that maybe there is lack of some arcs in networks. 

The second phase, thickening phase, given the remaining pairs (X, Y) in S, if there is no cut-set that d-separates X 
and Y then an arc is added between X and Y because X and Y are dependent. The output of this phase is the network 
that is full of arcs. 

After thickening phase, some redundant arcs can occur in networks. For example, two nodes X and Y are d-separated 
and there is no cut-set that d-separated them; so an arc is added between them. But more arcs are added to network in 
thickening phase and there may be cut-sets that d-separate X from Y. At that time, the arc between X and Y becomes 
redundant. So the purpose of the last phase, thinning phase, is to remove redundant arcs from network. The thinning 
phase includes two steps: 

- Firstly, for each pair of adjacent nodes (X,Y), we remove temporarily the arc connecting them. 
- Secondly, we try to find the cut-set that separates X from Y. If such cut-set exists then this arc is removed 

permanently from network; otherwise it is kept intact.  
The output of thinning phase is the final structure of Bayesian network.
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Zebra: A User Modeling System for Triangular Learner Model 
 

The core of adaptive system aforementioned in section I.1 is the user model that is the representation of information 
about an individual. User model is necessary for an adaptive system to provide the adaptation effect, i.e., to behave 
differently for different users. The system that collects user information to build up user model and reasons out new 
assumptions about user is called user modeling system (UMS). There are two main tendencies towards implementing 
UMS: domain-dependent UMS and domain-independent UMS. The latter is called generic UMS known widely but our 
approach focuses on the domain-dependent UMS applied into adaptive e-learning especially. The reason is that 
domain-independent UMS is too generic to “cover” all learners‟ characteristics in e-learning, which may cause 
unpredictable bad consequences in adaptation process. Note that user is considered as learner in e-learning context. 
Many users‟ characteristics can be modeled but each characteristic is in accordance with respective modeling method. It 
is impossible to model all learners‟ characteristics in the same UMS because of such reason “there is no modeling 
method fit all characteristics”. 

To overcome these obstacles and difficulties, I propose the new model of learner “Triangular Learner Model (TLM)” 
composed by three main learners‟ characteristics: knowledge, learning style and learning history. TLM with such three 
underlying characteristics will cover the whole of learner‟s information required by learning adaptation process. The 
UMS which builds up and manipulates TLM is also described in detail and named Zebra. We also propose the new 
architecture of an adaptive application and the interaction between such application and Zebra. 

Before discussing main topic, we should glance over existing UMS in section II.1. Section II.2 described the Zebra – 
our modeling system in detailed. Section II.3 is the conclusion. 
 
 
II.1. Existing user modeling systems 
 
User modeling system (UMS) is defined as the system that collects user information to build up user model and reason 
out new assumptions about user. UMS (s) have a long evolutionary process from early user modeling systems 
embedded into specific application to user modeling shells and user modeling servers which are separated from 
adaptive system and communicate with adaptive system according to client-server architecture. Note that the term 
“UMS” indicates both user modeling shell and user modeling server in this section. 
 
 
II.1.1. Early user modeling systems 
 
Early UMS (s) concentrate on question-answer (dialog) system and human-computer interaction. They are components 
embedded in concrete application. An example for such dialog system is GRUNDY [Rich 1979] developed by Rich in his 
PhD thesis. GRUNDY plays the role of book recommender in the library when it calculates recommendation of books, 
based on assumptions about users‟ personal traits. Such traits which are educational and intellectual level, preference 
for thrill, fast-moving plots or romance, tolerance for descriptions of sexuality, violence and suffering… are represented 
as user model. GRUNDY use stereotype method [Rich 1979] to build up user model, based on users‟ answers to 
questions during their first usage of system. For example, if user has a male first name, GRUNDY infers a high sex 
tolerance and a low one for romance. 
 
 
II.1.2. User modeling shells 
 
There is a need for developing UMS (s) as separated components whose functionality is not dependent on any adaptive 
application. Such UMS (s) are called user modeling shell. The term “shell” is borrowed from the field of expert system; 
thereby, the purpose of shells is to separate user modeling functionality from adaptive application.  
User modeling shell goes towards generic purpose but it is not totally independent on application and often integrated 
into application when it is deployed. Examples of user modeling shell are GUMS, UMT, PROTUM, TAGUS, um. 
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GUMS 
 
GUMS [Finin, 1986] is the abbreviation of “General User Modeling System” developed by Tim Finin in his PhD thesis. It 
is a first modeling shell that abstracts information about user by allowing defining the simple stereotype [Rich 1979] 
hierarchies in form a tree of structure. Each stereotype is associated facts and rules describing system‟s reasoning 
about it. Users are classified into such stereotypes. The initial stereotype of user is assigned by system and can be 
altered later according to observations about her/him. Both GUMS and GRUNDY apply stereotype method into modeling 
user. Moreover, GUMS interacts with specific application by storing facts that application provides and answering any 
queries of application concerning assumptions about user. GUMS ensures the consistency of new facts with old 
assumptions about user in user model. If any inconsistency takes place, GUMS will inform to application by a response . 
 
 

 
 

Figure II.1. The architecture of GUMS 

 
 
UMT 
 
UMT (User Modeling Tool) developed by [Brajnik, Tasso 1994] models information about users as stereotypes which 
contain their assumptions in form of attribute-value pairs. UMT allows developers/specialists to define hierarchical user 
stereotypes, triggers, rules for user model inferences and contradiction conditions. The first time user interacts with 
system, trigger is activated to assign her/his into an initial stereotype. The assumptions of initial stereotype are added 
into user model by applying inference rules. Some of these assumptions can be retracted whenever contradictions 
occur. 
 
 
PROTUM 
 
PROTUM (PROlog based Tool for User Modeling) [Vergara 1994] is written by the programming language PROLOG. It 
is more powerful than UMT although it uses stereotype method to model user like UMT did because its hierarchy of 
stereotypes is not limited to tree structure and assumptions about users are not based on attribute-value pairs like UMT. 
Moreover PROTUM determines the activation rates of triggers in order to activate or deactivate stereotypes which have 
already assigned to user. These rates are used to resolve conflicts between inconsistent assumptions of two activated 
stereotypes.  
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TAGUS 
 
TAGUS developed by Paiva and Self [Paiva and Self, 1994] also applies stereotype method into modeling user. Thus it 
allows defining the hierarchical stereotype but each assumption about user in stereotype is represented in first-order 
formulas with meta-operators expressing the type of assumption such as belief, goal… TAGUS also has inference 
mechanism and truth maintenance discovering contradictions of assumptions and diagnosing unexpected user‟s 
behaviors. 
 
 
Um 
 
um developed by [Kay 1995] aims to provide the library of user modeling functionalities in which assumptions about 
users‟ knowledge, goal, background… are represented in attribute-value pairs. So um is often considered as um toolkit. 
User model is composed of pieces of information called as components accompanied by the set of evidences for user 
verification. There are five types of components: observation, stereotype activation, rule invocation, user input and told 
to the user. So um combines stereotype method and rule-based method in implementation. 
 
 
II.1.3. User modeling servers 
 
User modeling server has the same purpose with user modeling shell when both of them aim to separate user modeling 
functionality from adaptive system. However user modeling server is totally independent on application. It is not 
integrated into applications and interacts with applications through inter-process communication. It can reside on the 
different site from application‟s site and serve more than one instance of application at the same time. The 
communication between user modeling server and adaptive application is based on client-server architecture in which 
modeling server is responsible for answering application‟s requests. Examples of user modeling server are BGP-MS, 
Doppelgänger, CUMMULATE, Personis. 
 
 
BGP-MS 
 
BGP-MS developed by [Kobsa and Pohl, 1995] is the user modeling server taking interest in user‟s knowledge, belief 
and goal. It receives user‟s observations provided by adaptive application and processes internal operations of 
classification and calculation based on these observations. BGP-MS uses stereotype method, natural language dialogs 
and questionnaires to build up user model. BGP-MS has four essential components: 

- Individual user model contains assumptions about user.  
- Stereotype component manages the hierarchy of stereotypes. Both stereotypes and individual user model are 

based on the representation system which is the integrated suite of knowledge representation mechanism for 
representing assumptions about user. Representation system is based on the SB-ONE [Kobsa, 1991] knowledge-
representation tool. 

- Automatic stereotype management is responsible for the activation and deactivation of assigned stereotypes of 
an individual user model 

These main components communicate together through the functional interface. Developer interacts with BGB-MS by 
the graphic interface. The architecture of BGB-MS is represented in following figure. 
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Figure II.2. The architecture of BGP-MS 

 
See in figure II.2, the adaptive system communicates with main components through functional interface and BGP-MS 
defines the new communication protocol called KN-IPCMS (KoNstanz Inter-Process Communication Management 
System) [Kobsa and Pohl 1995]. 
 
 
Doppelgänger 
 
Doppelgänger developed by [Orwant, 1991] is the server that monitors users‟ actions and discovers patterns from these 
actions. Basing on such patterns, Doppelgänger aims to deliver user a personalized daily newspaper; it provides news 
in which user can be interested. The architecture of Doppelgänger is split into two levels: sensor level and sever level. 

- Sensor level. There are sensors having responsibility for gathering information about user. Sensors can be either 
software or hardware. There are specific techniques inside sensors in order to extract valuable information from users‟ 
actions. Each sensor has its own specific purpose, for example, one gathers amount of time of computer use and 
another tracks user‟s physical location 

- Server level. Doppelgänger makes inferences on information provided by sensors. For example, when sensors 
provide events such as “user often cares about stock market index in the evening and he usually reads sport news after 
lunch”, Doppelgänger can predict user‟s habit and tell the news recommendation system such habit. 
 
 
CUMMULATE 
 
CUMMULATE [Brusilovsky, 2004] is developed as generic student-modeling server in which information about user is 
represented on two levels: event storage and inference user model. Student actions being monitored are sent to event 
storage by a standard http-based event-reporting protocol. Such actions are considered events. CUMMULATE adds a 
timestamp to each event and stores it permanently in event storage. The event storage allows several inference agents 
that process events in different ways and convert these events into the inferenced user model, for example, some 
agents monitor user‟s knowledge and others predict user‟s interests. The architecture of CUMMULATE is open to a 
variety of external inference agents that receive requests from event storage and manipulate user model. Figure 3 show 
its architecture. 
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Figure II.3. The architecture of CUMMULATE 

 
 
Personis 
 
Personis [Kay, 2002] is the modeling server whose considerable feature is to allow user to control and scrutinize his/her 
model. Such user model is called scrutable user model. Personis is based on um toolkit but more complicated than um 
toolkit. The architecture of Personis is divided into four parts: 

- The server itself is responsible for managing user model. 
- A set of generic scrutiny tools allow users to see and control their own user models. Users interact with these tools 

through a generic scrutiny interface. This interface is application-independent. 
- A set of Adaptive Hypermedia Application (AHA) are denoted AHA1, AHA2,…, AHAn. Each AHA includes two parts: 

first, the core enables user to do some learning tasks and second, the scrutiny interface associated to the core enables 
the core to interact with scrutiny tools. This interface is similar to generic scrutiny interface except that it belongs to the 
context of AHA. 

- A set of views in which each view of user model available to each AHA is responsible for defining the components 
used by such AHA. Applications can use either the same or different views. 

-  

 
 

Figure II.4. The architecture of Personis 
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LDAP-UMS 
 
LDAP-UMS [Kobsa and Fink, 2006] is the user modeling severs based on Lightweight Directory Access Protocol 
(LDAP). It focuses on data handling and enhances user modeling functionality by enabling user model to achieve 
“pluggable” feature. UMS uses a directory structure of LDAP to manage user‟s information spreading across a network. 
The architecture of LDAP-UMS inherits the LDAP directory server; so, UMS is composed of several pluggable user 
modeling components and can be accessed by external clients. The core of architecture is the Directory Component 
attached its three sub-components: Communication, Representation and Scheduler. 

- Communication sub-component handles the communication between external clients and Directory Component, 
between Directory Component and User Modeling Components. Each User Modeling Component is dedicated to 
perform user modeling tasks such as collecting user information, inferring new assumptions about user…The Directory 
Component and User Modeling Components interact together via CORBA and LDAP. 

- Representation sub-component is responsible for managing the directory contents. 
- Scheduler sub-component is responsible for wrapping the underlying LDAP server with a component interface 
This architecture allows developer to add more self-developed User Modeling Components to LDAP-UMS. So LDAP-

UMS is the open and flexible user modeling server, which becomes powerful one among modern user modeling servers. 
Following figure shows the architecture of LDAP-UMS. 

 

 
 

Figure II.5. The architecture of LDAP-UMS 
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II.2. Zebra: A User Modeling System for Triangular Learner Model 
 
Exist user modeling systems develop fast in recent years; they are trending towards servers that give support to 
adaptive applications with fully response to queries about user information available in user model. However I recognize 
that generic UMS (s) are too generic to describe all fine characteristics of user when she/he is learner in e-learning 
context. Especially in situation that our research focuses on domain of e-learning, such UMS (s) prove to be less 
effective in providing assumptions about user to adaptive learning applications. In learning environment, users who play 
role of learners must be modeled by special method. The content of learner model can be divided into two categories: 
domain specific information and domain independent information. Domain specific information is knowledge that learner 
achieved in certain subjects. Otherwise, domain independent information includes personal traits not related to domain 
knowledge such as interests, learning styles, demographic information, etc. Each kind of information is in accordance 
with respective modeling method. For example, knowledge model is often created by overlay method, which called 
overlay model. So it is impossible to model all learners‟ characteristics because of such reason “there is no modeling 
method fit all characteristics”. Moreover, almost UMS (s) require effective inference techniques in their modeling tasks 
but this is impossible if we cannot recognize which individual characteristics are important.  

To overcome these obstacles and difficulties, I propose the new learner model that contains three most important 
characteristics of user: knowledge (K), learning styles (LS) and learning history (LH). Such three characteristics form a 
triangle; so our model is called Triangular Learner Model (TLM). TLM with three underlying characteristics will cover the 
whole of user‟s information required by learning adaptation process. The reasons for such assertion are: 

- Knowledge, learning styles and learning history are prerequisite for modeling learner. 
- While learning history and knowledge change themselves frequently, learning styles are relatively stable. The 

combination of them ensures the integrity of information about learner. 
- User‟s knowledge is domain specific information and learning styles are personal traits. The combination of them 

supports UMS to take full advantages of both domain specific information and domain independent information in user 
model. 

I also introduce the architecture of UMS which builds up TLM; it is named Zebra. The name “Zebra” implicates that our 
UMS will run fast and be powerful like African zebra. 
 
II.2.1. Triangular Learner Model 

 
TLM is constituted of three basic features of user: knowledge, learning styles and learning history which are considered 
as three apexes of a triangle (see figure II.6). Hence TLM has three sub-models: knowledge sub-model, learning style 
sub-model and learning history sub-model. 
 

 
 

Figure II.6. Triangular Learner Model 
 
I propose the method that combines overlay method and Bayesian network [Charniak, 1991] to build up knowledge. In 
overlay method, the domain is decomposed into a set of knowledge elements and the overlay model (namely, user 
model) is simply a set of masteries over those elements. The Bayesian network is the directed acyclic graph (DAG) in 
which nodes are linked together by arcs; each arc expresses the dependence relationships between nodes. The  
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strengths of dependences are quantified by Conditional Probability Table (CPT).  The combination between overlay 
model and BN is done through following steps: 

1. The structure of overlay model is translated into Bayesian network, each user knowledge element becomes a 
node in Bayesian network. 

2. Each prerequisite relationship between domain elements in overlay model becomes a conditional dependence 
assertion signified by CPT of each node in Bayesian network. 

So knowledge sub-model is called as Bayesian overlay sub-model. 
Learning styles are defined as the composite of characteristic cognitive, affective and psychological factors that 

serve as relatively stable indicators of how a learner perceives, interacts with and responds to the learning environment. 
There are many models of learning styles in theory of psychology such as Dunn and Dunn, Witkin, Riding, Myers-Briggs, 
Kolb, Honey-Mumford, Felder-Silverman, etc. I choose Honey-Mumford [Honey and Mumford, 1992] and Felder-
Silverman model [Felder, Silverman 1988] as principal models which are presented by Hidden Markov Model (HMM) 
[Dugad and Desai, 1996]. According to Honey-Mumford and Felder-Silverman model, learning styles are classified into 
following dimensions: 

- Verbal/Visual. Verbal students like learning materials in text form. Otherwise, visual students prefer to images, 
pictures, video, etc. 

- Active/Reflective. Active students understand information only if they discussed it and applied it. Reflective students 
think thoroughly about things before doing any practice. 

- Theorist/ Pragmatist. Theorists think things through in logical steps, assimilate different facts into coherent theory. 
Pragmatists have practical mind, prefer to try and test techniques relevant to problems. 

For modeling learning style using HMM, we must define states, observations and the relationship between states and 
observations in context of learning style. So each learning style is now considered as a state. The essence of state 
transition in HMM is the change of user‟s learning style, thus, it is necessary to recognize which learning styles are most 
suitable to user. After monitoring users‟ learning process, we collect observations about them and then discover their 
styles by using inference mechanism in HMM. So learning style sub-model is modeled as HMM. 

The last sub-model stores and manipulates learner‟s learning history in form of XML data files. All learners’ actions: 
learning materials access, duration of computer use, doing exercise, taking an examination, doing test, communicating 
with teachers or classmates… are logged in this sub-model. School reports also recorded in this sub-model. We 
consider this sub-model as a feature of learners because every student has individual learning process in her/his life and 
the data about such learning process are recorded as pieces of information in learning history sub-model. Information in 
this sub-model is necessary for data mining in e-learning to discover not only knowledge and learning styles but also 
other learners‟ characteristics such as interests, background, goals, etc. The mining engine in the core of Zebra often 
uses this sub-model for many mining tasks. For this reason, this sub-model is drawn as the apex at the bottom of 
triangle in architecture of TLM. This implicates that learning history sub-model is the most important sub-model in TLM 
when it is considered as the basic of two other sub-models. Figure II.7 shows the extended TLM in which learning 
history sub-model is the root for attaching more learners‟ characteristics such as interests, background, goals… to TLM. 

 

 
 

Figure II.7. extended Triangular Learner Model 
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II.2.2. The architecture of Zebra 

 
The essence of user modeling systems is mining user‟s profile to discover valuable patterns in form of user‟s features. 
These features which are personal traits or characteristics in learning context navigate adaptive applications to give 
support to user in her/his learning path. As aforementioned, the user modeling system that manipulates TLM is called 
Zebra. The purpose of Zebra is to mine user‟s learning profile to build up her/his TLM. Hence Zebra has the inside 
mining engine. 
 

 
 

Figure II.8. Modeling tasks are similar to 

profile mining tasks.(Note that user is 

considered as learner in e-learning context) 

 

 
 

Figure II.9. The mining process in Zebra 

 
Moreover Zebra must implement the powerful inference mechanism to reason learners‟ new assumptions (or 
characteristics) out TLM. In section III.1, I propose two methods: Bayesian network combined overlay model and hidden 
Markov model to infer learners‟ knowledge and learning styles. Both Bayesian network and Markov model are special 
cases of belief network. In general, belief network  is directed  acyclic graphs  in which nodes  represent variables, arcs 
signify direct  dependencies  between  the  linked  variables,  and  the strengths of these dependencies  are  quantified   
by  conditional  probabilities. Belief network is the robust mathematical tools appropriate to reasoning based on 

 

 
 

Learners’ 
profiles 

Selected 

profiles 

Cleaning, selection 

Mining 

Evaluation TLM 

Modeling 

process 



 

Loc 101 

 

 

II.2. Zebra: A User Modeling System for Triangular Learner Model 

 

 

 
Loc 104 

 
 
evidences. Zebra must have another inside engine – the belief network engine. 

Therefore, the core of Zebra is the composition of two engines: mining engine (ME) and belief network engine (BNE). 
- Mining engine (ME) is responsible for collecting learners‟ data, monitoring their actions, structuring and updating 

TLM. Mining engine also provides important information to belief network engine; it is considered as input for belief 
network engine. In short, mining engine creates TLM by applying mining algorithms, for example, it is possible to 
modeling user‟s learning path by using sequential pattern mining. Mining engine has three other important functionalities 
that are to discover some other characteristics beyond knowledge and learning styles such as interests, goals, learning 
context, etc and to support learning concept recommendation and to support collaborative learning. The last functionality 
is the extension of Zebra. 

- Belief network engine (BNE) is responsible for inferring new personal traits from TLM by using deduction 
mechanism available in belief network. This engine applies both Bayesian network and hidden Markov into its tasks. 
Two sub-models: knowledge and learning style are managed by this engine. 

Zebra provides communication interfaces (CI) that allows users and adaptive systems to see or modify restrictedly 
their TLM. Adaptive applications also interact with Zebra by these interfaces. Communication interfaces are 
implemented as web services used widely on internet. According to World Wide Web Consortium, a web service is 
defined as a software system designed to support interoperable machine-to-machine interaction over a network. It has 
an interface described in a machine-processable format (especially WSDL). Other systems interact with the Web 
Service in a manner prescribed by its description using SOAP messages, typically conveyed using HTTP with an XML 
serialization in conjunction with other Web-related standards. When complying with web service standard, it is possible 
to publish CI (s) on internet for third-parties to communicate with Zebra more effectively. 

There is external program so-called observer having responsibility for tracking learners‟ actions. Observer catches and 
delivers user observations to Zebra. Observer interacts with Zebra through CI. 

 

 
 

Figure II.10. The architecture of Zebra(ME and BNE 

denote mining engine and belief network engine 

respectively. LH, K and LS denote Learning History sub-

model, Knowledge sub-model and Learning Styles 

respectively. CI denotes communication interface) 
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II.2.3. The interaction between Zebra and adaptive applications 
 
Zebra aims to support adaptive learning applications; so in this section we should glance over what adaptive 
applications are and discuss about how Zebra interacts with such applications. The most popular adaptive learning 
system supporting personalized learning environment is AES (Adaptive Education System). Here, AES is regarded as 
an example for illustrating prominent traits of adaptive learning system. The origin architecture of AES has four 
components: 
- Resource component: contains learning resources (lecture, test, example, exercise…) and associated 
descriptive information (metadata). 
- Domain component: constitutes the structure of domain knowledge so-called domain model. Domain model was 
often shown in the form of graph. 
- Adaptation component: is the centric component which gives effect to adaptation. It contains content selection 
rules and concept selection rules. We apply content selection rules into choosing suitable educational resources from 
resource domain (component). On the other hand, concept selection rules are used to choose appropriate concept from 
domain. These rules must obey user model so that the selection gets correct. 
- User Model: information and data about user. 
I propose the new approach in which the user model is removed from AES and becomes the TLM managed by the user 
modeling system Zebra. Now AES owns only three components: resource component, domain component and 
adaptation component. The reason is that learner model (TLM) becomes too complex to be maintained by AES and 
AES should only focus on improving adaptation process and the performance of system will get enhanced when AES 
takes full advantage of functionalities of Zebra. All operations relating TLM are executed by Zebra instead of AES. AES 
interacts with Zebra via communication interfaces according to SOAP protocol. Figure II.11 shows the new architecture 
of AES and the interaction between AES and Zebra. There are only three instances of communication interfaces (CI) but 
the number of them is not limited in practice. 
 

 
 

Figure II.11. The new architecture of AES and the interaction between 
AES and Zebra 
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The adaptation process performed by adaptation components includes two main sub-processes: concept selection 
process and content selection process. 
- In concept selection process, concept selection rules are used to match learners‟ knowledge to concepts in 
domain model. In other words, these concepts are filtered to find ones which is necessary for learners to learn in their 
course. 
- In content selection process, learning resources are selected from resource component based on content 
selection rules that match learners‟ learning styles to attributes of resources in resource space. In other words, this 
process finds the resources that learner preferred or suitable to learner. 
The adaptation process includes following steps: 
- Step 1: The projection of domain model onto knowledge sub-model by using concept selection rules results in a 
set of domain knowledge called A that student has to learn. This is concept selection process. 
- Step 2: A is used as filter to choose a set of learning resources called B that relating to A. 
- Step 3: The projection of B onto learning styles sub-model by using content selection rules results in a sub-set 
of learning resources (lectures, exercises, test…) called C tailoring to learner‟s preferences. This is content selection 
process. C is considered as a set of recommendation resources. 
- Step 4: C is shown in content presenter. Presenter can be human-machine interfaces, web sites, learning 
management system (LMS), teaching support applications, etc. 
- Step 5: Learner studies C by interacting with content presenter. 
- Step 6: Observer monitors learners in order to catch and delivers learner‟s observations to Zebra. Zebra uses 
such observations to update TLM. 
 

 
 

Figure II.12. Steps in adaptation process 
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CONCLUSION 

 
In this chapter, the “Triangular Learner Model (TLM)” composed by three underlying characteristics: knowledge, learning 
style and learning history aims to cover the whole of learner‟s information required by learning adaptation process. 
Hence TLM has three sub-models: knowledge sub-model, learning style sub-model and learning history sub-model 
which are considered as three apexes of a triangle. Next chapter is the comprehensive description of these sub-models. 
UMS which builds up and manipulates TLM so-called Zebra includes the core engine and a set of communication 
interfaces. The core engine is the composition of two sub-engines: mining engine and belief network engine. Mining 
engine applies data mining algorithms into discovering and structuring TLM. Belief network engine is responsible for 
inferring new personal traits from TLM by using deduction mechanism available in belief network. Communication 
interfaces allow users to see or modify restrictedly their TLM and adaptive applications also interact with Zebra through 
them. I also propose the new architecture of Adaptive Education System (AES) that interacts with Zebra. 
 

 
 Three sub-models in Triangular Learner Model 
 
The previous chapter gives us a general architecture of Triangular Learner Model (TLM) and its user modeling system 
Zebra. TLM is composed of three sub-models such as knowledge sub-model, learning style sub-model and learning 
history sub-model. This chapter is the most detailed one that describes thoroughly these sub-models together with 
evaluations on each of them. 
 
 
III.1. Knowledge sub-model 
 
The core of adaptive system is user model containing personal information such as knowledge, learning styles, goals 
which are requisite for learning personalized process. There are many modeling approaches, for example: stereotype, 
overlay, plan recognition but they don‟t bring out the solid method for reasoning from user model. This thesis introduces 
the statistical method that combines Bayesian network and overlay modeling so that it is able to infer user‟s knowledge 
from evidences collected during user‟s learning process. Note that the knowledge sub-model is one among three sub-
models constituting the Triangular Learner Model (TLM). The strong point of this model is the inference mechanism 
when it is constructed in form of Bayesian network; so it has ability to predict and assess user knowledge through 
observing their actions like: accessing lectures, doing exercise, doing test, etc. Assessing user knowledge is not easy in 
traditional education that teacher and student teach and learn face-to-face. In the complex teaching curriculum, almost 
teachers can‟t assess user knowledge unless they use powerful math tools which are implemented in this sub-model. 
This section has five main parts: 

1. Combination of Bayesian network and overlay model in building up knowledge sub-model 
2. Incorporating Bayesian inference into adaptation rules 
3. Evolution of Bayesian overlay model 
4. Improving knowledge sub-model by using Dynamic Bayesian network 
5. Specifying prior probabilities  
The first section III.1.1 is the most important; it describes in detailed how to construct knowledge sub-model by 

applying Bayesian network. Section III.1.2 discusses about how to take advantage of knowledge sub-model so as to 
perform adaptive learning tasks. Sections III.1.3 and III.1.4 discusses two approaches to improve Bayesian network: 
parameter learning by Expectation Maximization (EM) algorithm and using Dynamic Bayesian network to model 
temporal knowledge. Section III.1.5 is an extra part which mentions how to specify prior probabilities more accurately so 
as to enhance the inference process in Bayesian network. Knowledge sub-model is managed by belief network engine 
(BNE). 

 
 

III.1.1. Combination of Bayesian network and overlay model in building up knowledge sub-model 

 
User modeling is the new trend of enhancing the adaptability of e-learning system. User models are classified into: 
stereotype model, overlay model, differential model, perturbation model, and plan model. 
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- Stereotype [Rich 1979] is a set of user‟s frequent characteristics. In general, stereotype represents a category or 
group of learners. 
- In overlay modeling, learner model is the subset of domain model. The domain is decomposed into a set of 
elements and the overlay model is simply a set of masteries over those elements. 
- Differential model is basically an overlay on expected knowledge, which in turn is an overlay on expert‟s domain 
knowledge. 
- Perturbation model represents learners as the subset of expert‟s knowledge plus their mal-knowledge. 
Modeling user must follow three below steps: 
- Initialization is the process which gathers information and data about user and constructs user model from this 
information. 
- Updating intends to keep user model up-to-date. 
- Reasoning new information about user out from available data in user model. 
 
Reasoning is complex but essential and interesting, especially, there is need to deal with uncertain or imprecise 
information in user modeling. For example, answering the question: “The student failed the exam, so most probably he 
doesn‟t master the knowledge” is involved in processing uncertain information. The approaches which solve this 
problem primarily base on theory of artificial intelligence (AI) or statistics. Both AI and statistics have particular 
advantages and drawbacks but statistical method is appropriate to evaluate learner‟s performance by collecting 
evidences. Bayesian network which is the marriage between Bayesian inference and graph theory has a solid 
mathematical fundamental. Additionally, overlay model can represent very clearly user‟s knowledge. In this section, I 
propose the combination of overlay model and Bayesian network so that it is able to take full advantages of strong 
points of both of them. First, survey of Bayesian inference and Bayesian network is discussed in III.1.1.1. After that main 
method of applying Bayesian network to overlay model, the core of our method, is described in III.1.1.2. Section III.1.1.3 
is the proof of additional probability formula that specifies Bayesian network parameters. Evaluation of combination 
between Bayesian network and overlay model is mentioned in III.1.1.4. The sub-model created by combining overlay 
model and Bayesian network is called Bayesian overlay model or Bayesian model in brief. 
 
 
III.1.1.1. Bayesian network 
 
Bayesian rule 
 
Bayesian inference, a form of statistical method, is responsible for collecting evidences to change the current belief in 
given hypothesis. The more evidences are observed, the higher degree of belief in hypothesis is. First, this belief was 
assigned an initial probability. Note, in classical statistical theory, the random variable‟s probability is objective (physical) 
through trials. But, in Bayesian method, the probability of hypothesis is “personal” because its initial value is set 
subjectively by expert. When evidences were gathered enough, the hypothesis is considered trustworthy. 
Bayesian inference is based on Bayesian rule with some special aspects: 

)Pr(

)Pr(*)|Pr(
)|Pr(

E

HHE
EH      (Formula III.1.1) 

- H is probability variable denoting a hypothesis existing before evidence. 
- E is also probability variable denoting an observed evidence. 
- Pr(H) is prior probability of hypothesis. It is also hypothesis‟ initial value. 
- Pr(H |E), conditional probability of H with given E, is called posterior probability. It tells us the changed belief in 
hypothesis when occurring evidence. 
- Pr(E |H) is conditional probability of occurring evidence E when hypothesis was true. In fact, likelihood ratio is Pr(E | 
H) / Pr(E) but Pr(E) is constant value. So we can consider Pr(E | H) as likelihood function of H with fixed E. 
- Pr(E) is probability of occurring evidence E together all mutually exclusive cases of hypothesis. If H and E are 

discrete, 
H

HHEE )Pr(*)|Pr()Pr( , otherwise  dhhfhefef )()|()(  with h and e being continuous, f 

denoting probability density function. Because of being sum of products of prior probability and likelihood function, Pr(E) 
is called marginal probability. 
Note: H, E must be random variables according to statistical theory. 
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Bayesian network 
 
Bayesian network (BN) [Neapolitan, 2003] is combination of graph theory and Bayesian inference. It having a set of 
nodes and a set of directed arcs is the directed acyclic graph (DAG). Each node represents a random variable which 
can be an evidence or hypothesis in Bayesian inference. Each arc reveals the cause-effect relationship among two 
nodes. If there is the arc from node A to B, we call “A causes B” or “A is parent of B”, in other words, A depends 
conditionally on B. Otherwise there is no arc between A and B, it asserts the conditional independence. Note, in BN 
context, terms: node and variable are the same. 

A node has a local conditional probability distribution (CPD). If variables are discrete, CPD is simplified as conditional 
probability table (CPT). When one node is conditionally dependent on another, there is a corresponding probability (in 
CPT or CPD) measuring the influence of causal node on this node. In case that node has no parent, its CPT 
degenerates into prior probabilities. 

E.g., in figure III.1.1, event “cloudy” is cause of event “rain” which in turn is cause of “grass is wet” [Pearl 1988] 
[Murphy 1998]. So we have three causal relationships of: 1-cloudy to rain, 2- rain to wet grass, 3- sprinkler to wet grass. 
This model is expressed below by BN with four nodes and three arcs corresponding to four events and three 
relationships. Every node has two possible values True (1) and False (0) together its CPT. 
 

 
 

Figure III.1.1. Bayesian network (a classic example about “wet grass”) 

 
Suppose we use two letters xi and pa(xi) to name a node and a set of its parent, correspondingly. Let X be vector which 
was constituted of all xi, X = (x1, x2,..., xn). The Global Joint Probability Distribution (GJPD) Pr(X) being product of all 
local CPDs or CPT(s) is formulated as: 





n

i

iin xpaxxxxX
1

21 ))(|Pr(),...,,Pr()Pr(     (Formula III.1.2) 

Suppose Ωi is the subset of pa(xi) such that xi must depend conditionally and directly on every variable in Ωi. In other 
words, there is always an arc from each variable in Ωi to xi and no intermediate node between them. Thus, formula 
III.1.2 becomes: 





n

i
iin xxxxX

1
21 )|Pr(),...,,Pr()Pr(     (Formula III.1.2’) 

 
Note that Pr(xi |Ωi) is the CPT of xi. According to Bayesian rule, given E the posterior probability of variables xi is 
computed as below: 
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i      (Formula III.1.3) 
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Where Pr(xi | E) is prior probability of random variable xi and Pr(E|xi) is conditional probability of occurring E when xi was 
true and Pr(E) is probability of occurring E together all mutually exclusive cases of X. Applying (1) into (2) we have: 
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)|Pr( i     (Formula III.1.3’) 

 
In figure III.1.1, according to formula III.1.2‟: 

),,|Pr(*)|Pr(*)|Pr(*)Pr(),,,Pr( SRCWCSCRCWSRC   

 
Applying formula III.1.2‟, Pr(S |C)=Pr(S) due to the conditional independence assertion about variables S and C. 
Furthermore, because S is intermediate node between C and W, we should remove C from Pr(W | C, R, S), hence Pr(W 
| C, R, S) = Pr(W | R, S). In short, applying formula III.1.2‟ we have: 

),|Pr(*)|Pr(*)Pr(*)Pr(),,,Pr( SRWCRSCWSRC      (Formula III.1.4) 

 
 
Inference in Bayesian network 
 
Using Bayesian inference, we need to compute the posterior probability of each hypothesis node in network. In general, 
the computation based on Bayesian rule is known as the inference in Bayesian network. 
Reviewing figure III.1.1, suppose W becomes evidence variable which is observed the fact that the grass is wet, so, W 
has value 1. There is request for answering the question: how to determine which cause (sprinkler or rain) is more 
possible for wet grass. Hence, we will calculate two posterior probabilities of S (=1) and R (=1) in condition W (=1). Such 
probabilities called explanations for W are simple forms of equation III.1.3‟ 
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In fact, formulas III.5 and III.6 are expansion of formula III.1.1. Applying (4) to (5) & (6), we have: 
Pr(R=1|W=1)=0.4475/0.7695=0.581< Pr(S=1|W=1)=0.4725/0.7695=0.614 
It is concluded that sprinkler is the most likely cause of wet grass. 
 
 
III.1.1.2. Applying Bayesian network to overlay model 
 
The basic idea of overlay modeling is that the user model is the subset of domain model. Straightforward, the domain is 
decomposed into a set of knowledge elements and the overlay model (namely, user model) is simply a set of masteries 
over those elements. Suppose that the mastery of each element varies from 0 (not mastered) to 1 (mastered), which is 
considered as the weight of such element. The relationship of element A to element B is often prerequisite relationship, 
so, we can deduce that user must comprehend A before learning B. Then the expert model is the overlay with 1 for each 
element and the learner model is the overlay with at most 1 for each element. 
Although overlay model is the simple but powerful method to represent user model, it does not provide the way to infer 
user‟s knowledge from evidences collected in user‟s learning process. Overlay modeling should associate with other 
statistical approach in solving this problem and Bayesian network (BN) is the best choice. So, I combined BN and 
overlay model by following steps: 
1. The structure of overlay model is considered as BN. Thus, knowledge elements in domain become variables (or 
nodes) in BN. Instead of using the weight of each element as above, I assign the probability to each variable for  
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estimating the mastery of knowledge. All variables are binary (0 – not mastered and 1 – mastered). Note, knowledge 
item, knowledge element and concept are synonym terms. 
2. The prerequisite relationships between knowledge elements are known as the conditional dependence 
assertions in BN. Accordingly, each node has a CPT. 
3. All knowledge elements are defined as hidden variables (hypothesis). Other learning objects or events (such as 
tests, exams, exercises, user‟s feedback, user‟s activities) which are used to assess or evaluate user‟s performance in 
learning process are consider as evidence variables. We must add them to Bayesian network along with determining the 
conditional dependence relationship between them and remaining hidden variable, namely, specifying their CPT(s). 
Inferring user‟s knowledge is to compute posterior probability of hidden variables (according to formula III.1.3‟) when 
evidence variables change their values. This process can be known as knowledge diagnosis. 
 

 
 

Figure III.1.2. Combination of BN and overlay model 

(evidence nodes are unshaded, otherwise, hidden nodes are shaded) 
 
As three steps above, it is necessary to solve two main problems: 

 Specifying the structure of model including nodes and arcs. This task is development of qualitative model done 
by experts such as teachers, lecturers, supervisors… or by learning algorithms. 

 Specifying the important parameters which are CPT(s) of all variables. This task called development of 
quantitative model is described right now. 
 
 
Specifying CPT(s) of variables 
 
Suppose Java course is constituted of four concepts considered as hidden variables whose links are prerequisite 
relationships. Additionally, there are two evidence variables: “Questions > 10” and “Exercise: set up class Human”. That 
learner asks more than 10 questions is to tell how much her/his amount of knowledge. Like that, evidence “Exercise: set 
up class Human” proves whether or not he/she understands concept “Class & Object”. The number (in range 0…1) that 
measures the relative importance of each prerequisite or evidence is defined by expert or teacher. In other words, this is 
the weight of arc from parent node to child node. All weights concerning the child variable will build up its CPT. Sum of 
weights of all arcs to/from each child/parent node in case of hidden/evidence variable should be 1. It means that each 
weight is normalized. 
Your attention please, the relationship between hidden variable (H) and evidence variable (E) must be from H to E 
because the process that computes posterior probability of hidden variable with evidence is the knowledge diagnosis. 
So, evidence variable has no child and its parents must be hidden variables. In short, there are two kinds of 
relationships: 

 Prerequisite relationships among hidden variables. 
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 Diagnostic relationships of hidden variables to evidences. The mastery of concepts (hidden) effects on the trust 
of evidences. However, if learner failed an examination, it is not sure about her/his lack of knowledge or ability because 
she/he can make a mistake unexpectedly. 

  

 
 

Figure III.1.3. Bayesian overlay model and its parameters in full 

 
In this example, node J (Java) has three parents: C (Control structure), O (Class & Object), and I (Interface) which in 
turn are corresponding to three weights of prerequisite relationship: w1=0.1, w2=0.5, w3=0.4. Conditional probability of J 
is computed as follows: 
 
Pr(J  |  C, O, I) = w1*h1 + w2*h2 + w3*h3 

where 



 


 otherwise

J   if C 
h

0

1
1      



 


 otherwise

J   if O 
h

0

1
2

      



 


 otherwise

J  if I 
h

0

 1
3  

Note: {J, C, O, I} is complete set of mutually exclusive variables (of course, each also variable is random and binary). 
Generalizing about formula III.1.7, it is that: 
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   (Formula III.1.7) 

where 



 


 otherwise

X    if Y
h

i

i
0

1
 with given random binary variables X, Yi. 

Obviously, Pr(not X | Y1, Y2,…, Yn) = 1 – Pr(X | Y1, Y2,…, Yn). 
The formula III.1.7 so-called Union-gate inference is proven in the next section III.1.1.3. Applying formula III.1.7, the CPT 
(s) of J, E and Q are determined below: 
 

Table III.1.1, III.1.2, III.1.3. CPT(s) of J, E, Q namely T1, T2, T3 
 

T1 

C  O   I Pr(J = 1) 
Pr(J = 0)  
1- p(J = 1) 

1   1   1 1.0   (0.1*1 + 0.5*1 + 0.4*1) 0.0 

1   1   0 0.6   (0.1*1 + 0.5*1 + 0.4*0) 0.4 

1   0   1 0.5   (0.1*1 + 0.5*0 + 0.4*1) 0.5 

1   0   0 0.1   (0.1*1 + 0.5*0 + 0.4*0) 0.9 

0   1   1 0.9   (0.1*0 + 0.5*1 + 0.4*1) 0.1 

0   1   0 0.5   (0.1*0 + 0.5*1 + 0.4*0) 0.5 

0   0   1 0.4   (0.1*0 + 0.5*0 + 0.4*1) 0.4 

0   0   0 0.0   (0.1*0 + 0.5*0 + 0.4*0) 1.0 
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T2 

E Pr(E = 1) 
Pr(E = 0) 
1- Pr(E = 1) 

1 0.8   (0.8*1) 0.2 

0 0.0   (0.8*0) 1.0 

 
 
Because concepts C, O, I has no prerequisite knowledge for understanding, their CPT(s) are specified as prior 
probabilities obeying uniform distribution (assigned medium value 0.5 in most cases). 
 

PR(C=1)     PR(C=0) 

0.5                0.5 
    PR(O=1)     PR(O=0) 
    0.5                  0.5 
   PR(I=1)         PR(I=0) 
   0.5                  0.5 

 

Table III.1.4, III.1.5, III.1.6. CPT(s) of C, 

O, I namely T4, T5, T6 

 
Inferring user’s knowledge 
 
Suppose a leaner did well the exercise “Set up class Human” and asked more than 10 questions. That is to say the 
occurrence of two evidences, namely, E=1 and Q=1. It is necessary to answer the question: How mastered is learner 
over the concept “Java”? Thus, the posterior conditional of hidden variables J with fixed events E=1 and Q=1, Pr(J = 1 | 
C, O, I , E = 1, Q = 1), must be computed. According to formula III.1.3‟: 
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where Pr(J, C, O, I, E, Q) is global joint probability distribution, Pr(J, C, O, I, E, Q) = Pr(C) * Pr(O) * Pr(I) * Pr(E|O) * 
Pr(Q|O) * Pr(J|C,O,I). 
 
Applying all CPT(s) in table III.1.1, III.1.2, III.1.3, III.1.4, III.1.5, III.1.6, it is able to determined Pr(J, C, O, I, E, Q). After 
that, we compute Pr(J = 1 | C, O, I , E = 1, Q = 1) to answer above question. 
Note, the set of all parents of a hidden node is the complete set of mutually exclusive hidden variables and the set of all 
evidence nodes which are children of a hidden node is the complete set of mutually exclusive evidence variables. 
 
 
III.1.1.3. Union-gate inference 

 
This section is the proof of formula III.1.7. Suppose every node is binary, Union-gate inference in Bayesian network 
simulates is based on three assumptions: 
- Cause inhibition: Given a cause-effect relationship denoted by edge X→Y, there is a factor I that inhibits X from 
causing Y. Factor I is called inhibition of X. That the inhibition I is turned off is the prerequisite of X causing Y. 

OFF  turned0 II   

ON  turned1 II   

 
- Inhibition independence: Inhibitions are mutually independent. For example inhibition I1 of X1 is independent 
from inhibition I2 of X2. 
- Union condition: Suppose we have a set of cause-effect relationships in which Y is the effect of many causes X1, 
X2,…, Xn (see following figure). Let Ii be the inhibition of Xi. The event (effect) Y is the union of all causes Xi (s).  
 
 

T3 

Q Pr(Q = 1) 
Pr(Q = 0) 
1- Pr(Q = 1) 

1 0.2   (0.2*1) 0.8 

0 0.0   (0.2*0) 1.0 
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Figure III.1.4. Cause-effect relationships 

 
Suppose we have n causes X1, X2,… Xn and one result Y. According to “cause inhibition” and “inhibition independence” 
assumptions, let Ii be the inhibition of Xi. Let Ai be dummy variable so that Ai is ON (=1) if Xi is equal to 1 and Ii is OFF 
(=0).  
Pr(Ai = ON | Xi=1, Ii=OFF) = 1 
Pr(Ai = ON | Xi=1, Ii=ON) = 0 
Pr(Ai = ON | Xi=0, Ii=OFF) = 0 
Pr(Ai = ON | Xi=0, Ii=ON) = 0 
 
Pr(Ai = OFF | Xi=1, Ii=OFF) = 0 
Pr(Ai = OFF | Xi=1, Ii=ON) = 1 
Pr(Ai = OFF | Xi=0, Ii=OFF) = 1 
Pr(Ai = OFF | Xi=0, Ii=ON) = 1 
Applying “Union condition”, the condition probability of Y is the probability of union of all Ai (s). 

)Pr()Pr( 
i

iAY 

 

 
 

Figure III.1.5. Union-gate model 

 
Now the strength of each cause-effect relationship Xi→Y is quantified by the conditional probability table Pr(Y|Xi). 
Suppose causes (X1, X2,…,Xi,…, Xn) become evidences having values (x1, x2,…, xi,…, xn). Let Pr(Xi=1) = pi be the 
probability of Xi = 1. The probability of Xi „s inhibition is the inverse: 
Pr(Ii=ON) = 1 – Pr(Xi=1) =  1 – pi 

 

 
 
Y = X1   X2…  Xn 
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Pr(Ii=OFF) = Pr(Xi=1) =  pi 

Let K be the set of such i that Xi = 1. 

1,  iXKi  

 
The goal of inference is to determine the posterior probability Pr(Y| X1, X2,…,Xi,…, Xn). We have: 
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Suppose Y is instantiated as 1, we have: 
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In conclusion, we have 

Pr(Y=1|X1,X2,…, Xn) = 
Ki

ip  

Pr(Y=0|X1,X2,…, Xn) =



Ki

ip )1(  

 
Example:  
Given cause-effect relationship shown in following figure. Given prior probabilities of causes X1, X2, X3 are 0.2, 0.7, 0.1, 
respectively. We need to compute the conditional probability of effect Pr(Y=1|X1=1, X2=1, X3=0). 
 

 
 

Figure III.1.6. Union-gate inference example 

 
Applying Union-gate inference, we have: 
P(Y=1| X1=1, X2=1, X3=0) =  1*0.2 + 1*0.7 = 0.9 

 

 
 

X2 X1 X3 

Y 

Pr(X1) = 0.2 Pr(X2) = 0.7 Pr(X3) = 0.1 
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III.1.1.4. Evaluation 
 
There is no doubt that the combination of BN and overlay model gives us the appropriate approach for user modeling 
but it has two disadvantages: 

 The expense of data storage is high. A BN which has n variables together n CPT(s) with 2
n
 parameters (values in 

CPT(s)) under constraint: “each variable is binary (0 and 1)”. If variables are not binary, the number of parameters is 
large, so, it is difficult to store them in memory. 

 The computation of posterior probability which is basis of inference consumes much time when executing in 
runtime because it is rather complex. 

The first cause which is the inherent attribute of BN can be only restricted by programming technique when 
implementing network and it would be best to declare binary variables. On the other hand, it is the done to use CPT 
instead of continuous probability density/distribution function for solving the second problem. 

As already discussed, the structure and parameters (CPT(s)) in our model are fixed and specified by experts. However, 
they must be evolved after each occurrence of evidence. When learning machine is concerned, structural learning is 
process of gradual improving the structure of model and correspondingly, parametric learning is process of changing the 
parameters so as to be more suitable. I will discuss the improvement on qualitative model (structure) and quantitative 
model (parameters) in sections III.1.4, III.1.5. The knowledge sub-model created by combining Bayesian network and 
overlay model is called as Bayesian overlay model or Bayesian model in brief. 

Before discussing improvement of Bayesian model, the incorporation of inference mechanism in Bayesian network 
into adaptive system is described in successive section III.1.2. 
 
 
III.1.2. Incorporate Bayesian inference into adaptation rules 
 
Adaptive Hypermedia System (AHS) aims to provide users the adaptation effect based on their characteristics. In other 
words, AHS ensures that the links that are offered and the content of the information pages are adapted to each 
individual user. AHA! [De Bra 1998] developed by Debra is an open Adaptive Hypermedia for All that is suitable for 
many different applications; it aims to generic purpose. The architecture of AHA! based on Dexter Reference Model [Wu 
2002] have some prominences but the inside user model is built up by overlay method in which the domain is 
decomposed into a set of elements and the overlay is simply a set of masteries over those elements. Although overlay 
model is easy to represent user information, there is no inference mechanism for reasoning out new assumptions about 
user. All AHS(s) have the adaptation model containing adaptation rules but I use AHA! as a sample AHS for my method. 
So I propose a new way to incorporating Bayesian inference into AHA! so that it is able to improve modeling functionality 
in AHA!. 
 
AHA! models and adaptation rules 
 
I have introduced about AHA! in I.2.3.3 but now we should survey it in detailed. The AHA! engine [De Bra, Smits, Stash 
2006] manipulates three main models as below: 
1. Domain model [De Bra, Houben, Wu 1999]. 
The domain model consists of concepts which are topics in the application domain. Each concept has: 
- An unique identifier (c-id). 
- A description structure called “concept information” (c-info) is constituted of three fixed parts, namely a 
sequence of anchors, a presentation specification and a set of attribute-value pairs. 
The sequence of anchors describes sub-structures within a concept. These can be used as anchor point for links such 
as the source or destination of links. The presentation specification navigates the runtime layer how to display concept‟s 
content. The attribute-value pairs are arbitrary. Each of them tells us optional information of concept and depends on 
idea of experts. Some usual attributes are shown in below: 
- access: when a concept is accessed, this attributed is triggered. Attribute “access” is the starting point of 
process of executing adaptation rules. 
- knowledge: amount of knowledge that user are mastered over concept. 
- visited: this attribute indicates whether user visited the page associated with concept or not 
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2. User model [De Bra et al., 1999]. 
User model contains important information about user such as knowledge, learning style, goals, and background. User 
model is used as basis of adaptive process. In overlay method, user model is the subset of domain model. Namely, 
domain is decomposed into a set of concepts and overlay model is simply the set of masteries over these concepts. In 
this section, user model is implicated as overlay model. 
 
3. Adaptation model [De Bra et al., 1999]. 
The adaptation model (AM) is responsible for associating user model and domain model to generate adaptation. AM 
contains a set of adaptive rules used to tailor learning concept and material to user characteristics in user model. Rules 
are categorized into two classes associated two purposes: 
- Updating user model. 
- Defining adaptation effect by setting presentation specification. For example, if user is mastered over 
concept “Control Structure”, he/she should be recommended concept “Loop” in programming language course. 
In the overlay model, with each concept in domain model, there is corresponding concept in user model with the same 
name. So the expression “concept.attribute” refers both the domain model attribute and user model attribute. The 
adaptation rules whose purpose is to update user model are called event-condition-action (ECA) [De Bra et al., 1999] 
rules because: 
- They are triggered by an event, e.g. users access a concept by following a link. 
- The condition which is Boolean expression is evaluated. The expression has terms which are domain/user 
model attributes in form “concept.attribute”. 
- When the condition is satisfied, the action is executed. The action performs an update to attribute value  and 
can be trigger another rule. This is propagation mechanism. 
 
For example, the ECA rule “when the concept C is accessed and it was visited before, its attribute knowledge  is set to 
be 100%” is interpreted as below: 
 

Event: access(C) 
Condition: C.visited = true 
Action: C.knowledge = 100% 
  

The adaptation rules whose purpose is top define adaptation effect are called condition-action (CA) rules. They have 
main responsibility for showing adaptive presentation: 
 
- CA rules have no event. They are checked when the engine need to deliver learning objects to user. 
- The condition in the form of Boolean expression in which terms are attributes is evaluated similarly to ECA 
rules. 
- Action results in adaptive effect according to presentation specification. 
For example, the CA rule “If user knowledge about concept C reaches or exceeds 50% then user is provided advanced 
subjects about C. Otherwise, user should pay attention to basic explanations”. 
 

Condition: C.knowledge > 50 
Action: True status: providing advanced subjects about C 

False status:  providing basic explanations about C 
This rule can be interpreted in XML form 
<if expr=”C.knowledge > 50”>  
<block>  
   Here advanced subjects about C for  advanced user 
</block>  
<block>  
Here basic explanations about C for novice 
</block>  
</if> 
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Incorporating Bayesian inference into adaptation rules 
 
There are two techniques of deductive logic: forward reasoning and backward reasoning: 
- Suppose a student is recommended to learn concept “Class and Object” before concept “Interface and 
Package” in Java course. There is the prerequisite relationship in which “Class and Object” is the precondition of 
“Interface and Package”. Namely, the “recommended” attribute of “Interface and Package” become true if and only if the 
“knowledge” attribute of “Class and Object” reaches 50%. Whenever the “knowledge” attribute changes its values, the 
“recommended” attribute is checked and can be re-assigned new value (“true”). This technique is called forward 
reasoning because the “recommended” attribute is determined as soon as possible and thus before it is actually needed, 
regardless of user requirement. 
- Otherwise, the “recommended” attribute is only determined when students require learning “Interface and 
Package”, meaning we check whether the “knowledge” attribute reaches 50%. If user does not ask, “recommended” 
attribute is not considered even the “knowledge” is changed. This technique is called backward reasoning because the 
attribute is not pre-computed but it is tracked back when actually needed. 
 
Forward reasoning and backward reasoning have both advantages and drawbacks: 
- The strong point of forward reasoning is that condition is evaluated immediately by checking the attribute value 
because it was already stored. That respond time is very fast is very useful for real-time applications. Otherwise, the 
drawback is that the attributes are changed many times even they are not considered yet (before actually needed). 
- The advantage of backward reasoning is to avoid the drawback of backward reasoning. The condition is only 
checked when actually needed. But drawback is that checking attribute takes more time than forwarding reasoning 
because it is necessary to perform more operations in reasoning process. 
 
Dummy attribute and backward reasoning 
 
Suppose Java course is constituted of three concepts considered as knowledge variables whose links are dependency 
relationships. Additionally, there are two evidence variables: “Questions > 10” and “Exercise: set up class Human”. That 
learner asks more than 10 questions is to tell how much her/his amount of knowledge. Like that, evidence “Exercise: set 
up class Human” proves whether or not he/she understands concept "Class & Object". The number (in range 0...1) that 
measures the relative importance of each prerequisite or evidence is defined as the weight of arc from parent node to 
child node. All weights concerning the child variable are normalized and used to build up its CPT. 
 
 

 
 

Figure III.1.7. Bayesian overlay model and its parameters in full. 
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Note that five concepts O, I, J, E, Q denote knowledge variables and evidences: Class & Object, Java, Interface, 
“Exercise: set up class Human” and “Questions > 10”, respectively. Concepts E, Q have the new attribute is_evidence 
indicating whether E, Q are fit to become evidences or not. Concepts O, I, J have the new dummy attribute 
do$bayes$infer. It called “dummy” because attribute do$bayes$infer does not exists actually in user model. It is only 
used as the denotation for backward reasoning with Bayesian network inference. Namely, J.do$bayes$infer is the 
posterior probability tell us how mastered leaner is over the concept J. 
I defined two ECA rules for updating evidences “Questions > 10”, “Exercise: set up class Human” and one CA rule 
setting presentation specification. 
 
The 1

st
 ECA rule: If user asks more than 10 questions then the attribute Q. is_evidence is set to true. 

The 2
nd

 ECA rule: If user does exercise “Exercise: set up class Human” the attribute E. is_evidence is set to true. 
The 3

rd
 CA rule: If the probability of user knowledge about concept Java reaches or exceeds 0.5 then user is provided 

advanced subjects about Java. Otherwise, user should pay attention to basic explanations. The probability of user 
knowledge about concept Java is denoted as dummy attribute J. do$bayes$infer 
 

 Event Condition Action 

Rule 1
st 

access(Q) Q.visited > 10 Q.is_evidence = true 
Rule 2

nd
 access(E) E.visited > 10 E.is_evidence = true 

Rule 3
rd

  J. do$bayes$infer ≥ 0.5 - True status: providing advanced 
subjects about Java 

False status:  providing basic explanations 
about Java 

 
 
 
 
 
The 3

rd
 rule is translated in XML form: 

<if expr=”J. do$bayes$infer > 0.5”>  
<block>  
   Here advanced subjects about Java for  advanced user 
</block>  
<block>  
Here basic explanations about Java for novice 
</block>  
</if> 

 
In 3

rd
 rule, attribute J.do$bayes$infer is not stored and not checked instantly but whenever adaptive engine requires to 

determine its value, it will be tracked back and computed by Bayesian inference. Therefore, this is backward reasoning. 
For example, after 1

st
 and 2

nd
 rules are executed, concepts Q and E become actual evidences. 

J.do$bayes$infer = 
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Where )|Pr(*)|Pr(*),|Pr(*)Pr(*)Pr(),,,,Pr( OQOEIOJIOQEJIO   is the global joint probability distribution 

and J.do$bayes$infer is posterior probability that represents user‟s knowledge about J. 
Our method is to use dummy attribute to execute backward reasoning. Whenever it is required to compute adaptation, 
the dummy attribute of a domain element (variable) which denotes the posterior probability representing user‟s 
knowledge about this domain element is considered. Then adaptation rules will refer to such dummy attribute in order to 
decide adaptation strategies. It is possible to extend our method into other inferences such as neural network, hidden 
Markov model, etc; hence, there is no need to change the main technique and what we do is to add new dummy 
attributes to domain element. 
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III.1.3. Evolution of Bayesian overlay model 
 
Adaptive learning systems require well-organized user model along with solid inference mechanism. Overlay modeling is 
the method in which the domain is decomposed into a set of elements and the user model is simply a set of masteries 
over those elements. The combination between overlay model and BN will make use of the flexibility and simplification 
of overlay modeling and the power inference of BN. This combination is described and evaluated in section III.1.1. Thus 
it is compulsory to pre-define parameters, namely, Conditional Probability Tables (CPT(s)) in BN but no one ensured 
absolutely the correctness of these CPT(s). This section III.1.3 discusses about how to enhance parameters‟ quality in 
Bayesian overlay model, in other words, this is the evolution of CPT(s). 
As known, user model is the core of almost adaptive learning systems. There are some effective modeling methods 
such as stereotype, overlay, plan recognition but overlay model is proven soundness due to two its properties: flexible 
graphic structure and reflecting comprehensibly the domain knowledge in education course. The basic ideology of 
overlay model is to represent user knowledge as subset of domain model. The combination between overlay model and 
BN (see section III.1.1) will make use of each method‟s strong points and restraints drawbacks. 
- The structure of overlay model is translated into BN, each user knowledge element becomes an node in BN. 
- Each prerequisite relationship between domain element in overlay model becomes an conditional dependence 
assertion signified by CPT of each node in BN. 
- Domain  elements  are  defined  as  hidden nodes and other  learning  objects  which are used to assess user‟s  
performance  are  consider  as  evidence  nodes in BN. 
Such model is called Bayesian overlay model. In process of parameter specification by weighting arcs, the gained CPT(s) 
are confident but it is necessary to improve them after inference tasks from collected evidences. This trend relates to 
learning parameters, that‟s to say, the evolution of CPT(s). Section III.1.3.1 discusses about main subject “learning 
parameters or the evolution of parameters”. Section III.1.3.2 gives an example of parameter evolution. Some works 
related to Bayesian network for modeling user are discussed in section I.3 and most of them do not have mechanism for 
the evolution of BN. 
 
 
III.1.3.1. Learning parameters in Bayesian model 
 
Dummy variables and augmented BN 
 
In continuous case, the CPT of each node is replaced by the probability density function (PDF). There is a family of PDF 
which quantifies and updates the strength of conditional dependencies between nodes by natural way is called beta 
density function, denoted as β(f; a, b) or Beta(f; a, b) with parameters a, b, N=a+b where a, b should be integer number 
greater than 0. 
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Figure III.1.8. Beta functions 

 
It means that, there are “a” successful outcomes (for example, f =1) in “a+b” trials. Higher value of “a” is, higher ratio of 
success is, so, the graph leans forward right. Higher value of “a+b” is, the more the mass concentrates around a/(a+b) 
and the more narrow the graph is. Definition of beta function is based on gamma function described below: 
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From formula III.1.8, we have: 
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Suppose there is one binary variable X in network and the probability distribution of X is considered as relative 
frequency having values in [0, 1] which is the range of variable F. We add a dummy variable F (whose space consists of 
numbers in [0, 1], of course) which acts as the parent of X and has a beta density function β(f; a, b), so as to: 
Pr(X=1|f) = f, where f denotes values of F. 
X and F constitute a simple network which is referred as augmented BN. So X is referred as real variable (hypothesis) 
opposite to dummy variable. 
 

 
 

Figure III.1.9. The simple augmented BN with only 

one hypothesis node X 

 
Obviously, P(X=1) = E(F) where E(F) is the expectation of F. 
Proof, owing to the law of total probability 
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The ultimate purpose of Bayesian inference is to consolidate a hypothesis (namely, variable) by collecting evidences. 
Suppose we perform M trials of a random process, the outcome of u

th
 trial is denoted X

(u)
  considered as evidence 

variable whose probability Pr(X
(u) 

= 1 | f) = f. So, all X
(u)

 are conditionally dependent on F. The probability of variable X, 
Pr(X=1) is learned by these evidences. 
We denote the vector of all evidences as E = (X

(1)
, X

(2)
,…, X

(M)
) which is also called the sample of size M. Given this 

sample, β(f) is called the prior density function, and Pr(X
(u)

 = 1) = a/N (due to formula III.1.11) is called prior probability of 
X

(u)
. It is necessary to determine the posterior density function β(f|E) and the posterior probability of X, namely Pr(X|E). 

The nature of this process is the parameters learning. Note that Pr(X|E) is referred as Pr(X
(M+1)

 | E). 
 

 
 

Figure III.1.10. The sample E=(X
(1)

, X
(2)

,…, X
(M)

) size of M 

 
We only surveyed in the case of binomial sample, in other words, E having binomial distribution is called binomial 
sample and the network in figure III.1.8 becomes a binomial augmented BN. Then, suppose s is the number of all 
evidences X

(i)
 which have value 1 (success), otherwise, t is the number of all evidences X

(j)
 which have value 0 (failed). 

Of course, s + t = M. 
Owing the law of total probability, we have 
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Computing posterior density function 
 
Now, we need to compute the posterior density function β(f|E) and the posterior probability Pr(X=1|E). It is essential to 
determine the probability distribution of X. 
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 (Formula III.1.14) 
 
Then the posterior density function is β(f; a+s, b+t) where the prior density function is β(f; a, b). According to formula 

III.1.11, the posterior probability Pr(X=1|E) = E( β(f|E) ) = 
MN

sa

tbsa

sa




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


  (Formula III.1.15) 

In general, you should merely remember the formula III.1.8, III.1.11, III.1.14, III.1.15 and the way to recognize prior 
density function, prior probability of X and posterior density function, posterior probability of X, respectively. 
 
 
Expanding augmented BN with more than one hypothesis node 
 
Suppose we have a BN with two binary random variables and there is conditional dependence assertion between these 
nodes. See the network and CPT(s) in following figure: 
 

 
 

Figure III.1.11. BN (a) and expended augmented BN (b) 

 
For every node (variable) Xi, we add dummy parent nodes to Xi, obeying two ways below: 

 

 
 

X1 Pr(X1=1)    Pr(X1=0) 
 

    1/2           1/2 

X2 

 X1    Pr(X2=1)  
 

1 1/2 

  0        1/2 (a) 

X1 X2 

F11 
β(f11; 1, 1) 

F22 

β(f22; 1, 1) 

F21 

β(f21; 1, 1) (b) 
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- If Xi has no parent (not conditionally dependent on any others), we add only one dummy variable denoted Fi1 having 
the probability density function β(fi1; ai1, bi1) so as to: Pr(Xi=1|fi1)= fi1 

- If Xi has a set of ki parents and each parent pail (l= ik,1 ) is binary, we add a set of ci=2ki dummy variables Fi = {fi1, 

fi2,…,
iicf }, in turn, instantiations of parents PAi= {pai1, pai2, pai3,…, 

iicpa }. In other words, ci denotes the number of 

instantiations of the parents PAi. We have Pr(Xi=1|paij,fi1,…,fij,…,
iicf )=fij where 
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All fij have no parent and are mutually independent, so, β(fi1, fi2,…, 
iicf ) = β(fi1) β(fi2)… β(

iicf ). Besides this local 

parameter independence, we have the global parameter independence if reviewing all variables Xi (s), such below: 

β(F1, F2,…, Fn)= β(f11, f12,…, 
inicf )= β(fi1) β(fi2)… β(

inicf ) 

 
All variables Xi and their dummy variables form the expended augmented BN representing the trust BN in figure III.1.9. 

In the trust BN, the conditional probability of variable Xi with the instantiation of its parent ijpa , in other words, the ij
th
 

conditional distribution is the expected value of Fij as below: 

Pr(Xi=1| ijpa =1) = E(Fij)=

ij
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    (Formula III.1.15) 
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Suppose we perform M trials of random process, the outcome of u
th
 trial which is BN like figure III.1.9 is represented as 

a random vector 


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X

X

X  containing all evidence variables in network. X
(u)

 is also called evidence vector (or 

evidence, briefly). M trials constitute the sample of size M which is the set of random vectors denoted as E={X
(1)

, X
(2)

,…, 
X

(M)
}. E is also called evidence matrix. We review only in case of binomial sample, it means that E is the binomial BN 

sample of size M. For example, this sample corresponding to the network in figure III.1.9 is shown below: 
 

 
 

Figure III.1.12. Expanded binomial BN sample of size M 
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After occurring M trial, the augmented BN was updated and dummy variables‟ density functions and hypothesis 
variables‟ conditional probabilities changed. We need to compute the posterior density function β(fij|E) of each dummy 

variable Fij and the posterior condition probability Pr(Xi=1| 1ijpa , E) of each variable Xi. Note that the samples X
(u)

 (s) 

are mutually independent with all given Fij. We have, 
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Where 
- ci is the number of instances of Xi

(u)
 „s parents. In binary case, each Xi

(u)
 „s parent has two instances/values, 

namely, 0 and 1. 

- sij, respective to fij, is the number of all evidences that variable Xi = 1 and ijpa = 1. 

- tij, respective to fij, is the number of all evidences that variable Xi = 1 and ijpa = 0. 

 
We have, 
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There is the question “how to determine ))1(( ijij t
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s

ij ffE  ”. Applying formula III.1.12, we have: 
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Updating posterior density function β(fij|E) 
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According to formula III.1.15 and III.1.19,  

Pr(Xi=1| ijpa =1, E) = E(Fij) = E(β(fij|E) = 
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In short, in case of binomial distribution, if we have the real/trust BN embedded in the expanded augmented network 
such as figure III.1.9 and each dummy node Fij has a prior beta distribution β(fij; aij, bij) and each hypothesis node Xi has 

the prior conditional probability Pr(Xi=1| 1ijpa )=E(β(fij))=
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a
, the parameter learning process based on a set of 

evidences is to update the posterior density function β(fij|E) and the posterior conditional probability Pr(Xi=1| 1ijpa , 
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Example 
Suppose we have the set of 5 evidences E={X

(1)
, X

(2)
, X

(3)
, X

(4)
, X

(5)
} owing to network in figure III.1.9. 

 
Table III.1.7. Set of evidences E 

corresponding to 5 trials 
(sample of size 5) 

 
 x1 x2 

X
(1) 

X1
(1) 

= 1 X2
(1)

 = 1 

X
(2) 

X1
(2) 

= 1 X2
(2)

 = 1 

X
(3) 

X1
(3) 

= 1 X2
(3)

 = 1 

X
(4) 

X1
(4) 

= 1 X2
(4)

 = 0 

X
(5) 

X1
(5) 

= 0 X2
(5)

 = 0 
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Note that the first evidence 

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X

X
X  implies that variable X2=1 given X1=1 occurs in the first trial. We need to 

compute all posterior density functions β(f11|E), β(f21|E), β(f22|E) and all conditional probabilities Pr(X1=1), Pr(X2=1|X1=1), 
Pr(X2=1|X1=0) from prior density functions β(f11; 1,1), β(f21; 1,1), β(f22; 1,1). In fact, 
s11=1+1+1+1+0=4 t11=0+0+0+0+1=1 
s21=1+1+1+0+0=3 t21=0+0+0+0+1=1 
s22=0+0+0+0+0=0 t21=0+0+0+0+1=1 
 
β(f11|E) = β(f11; a11+s11, b11+t11)= β(f11; 1+4, 1+1)= β(f11; 5, 2) 
β(f21|E) = β(f21; a21+s21, b21+t21)= β(f21; 1+3, 1+1)= β(f11; 4, 2) 
β(f22|E) = β(f22; a22+s22, b22+t22)= β(f22; 1+0, 1+1)= β(f11; 1, 2) 
 
and Pr(X1=1), Pr(X2=1|X1=1), Pr(X2=1|X1=0) are expectations of  β(f11|E), β(f21|E), β(f22|E). Then, 
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Network in figure III.1.11 changed as follows:  
 

 
 

Figure III.1.13. Updated version of BN (a) and augmented BN (b) in figure 
III.1.9 

 
 
III.1.3.2. Learning parameters in case of data missing 
 
In practice there are some evidences in E such as X

(u)
 (s) which lack information and thus, it stimulates the question 

“How to update network from data missing”. We must address this problem by artificial intelligence techniques, namely, 
expectation maximization (EM) algorithm – a famous technique solving estimation of data missing. Like above example, 
we have the set of 5 evidences E={X

(1)
, X

(2)
, X

(3)
, X

(4)
, X

(5)
} along with network in figure III.1.9 but the evidences X

(2)
 and 

X
(5)

 have not data yet. 
 x1 x2 

X
(1) 

X1
(1) 

= 1 X2
(1)

 = 1 

X
(2) 

X1
(2) 

= 1 X2
(2)

 = v1?  

X
(3) 

X1
(3) 

= 1 X2
(3)

 = 1 

X
(4) 

X1
(4) 

= 1 X2
(4)

 = 0 

X
(5) 

X1
(5) 

= 0 X2
(5)

 = v2? 
 

Table III.1.8. Set of evidences E 

(for network in figure III.1.9) with 
data missing 

 

 
 

 
 

X1 Pr(X1=1)    Pr(X1=0) 
 

    5/7           2/7 

X2 

 X1    Pr(X2=1)  
 

1    2/3 

  0        1/3 (a) 

X1 X2 
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β(f11; 5, 2) 
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β(f21; 4, 2) (b) 
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As known, s21 , t21 and s22 , t22 can‟t be computed directly, it means that it is not able to compute directly the posterior 
density functions β(f21|E) and β(f22|E). In evidence X

(2)
,  v1 must be determined. Obviously, v1 obtains one of two values 

which is respective to two situations: 
- X1

(2)
=1 and X2

(2)
=1, it is easy to infer that: 

v1=Pr(X2
(2)

=1|X1
(2)

=1) = E(β21)=

2121

21

ba

a


= ½ 

- X1
(2)

=1 and X2
(2)

=0, it is easy to infer that: 

v2=Pr(X2
(2)

=1|X1
(2)

=0) =E(β22)=

2222

22

ba

a


= ½ 

We split X
(2)

 into two X
 
„
(2)

 s corresponding to two above situations in which the probability of occurrence of X2=1 given 
X1=1 is estimated as ½ and the probability of occurrence of X2=0 given X1=1 is also considered as ½. We perform 
similarly this task for X

(5)
. 

 
Table III.1.9. New split evidences E’ for 

network in figure III.1.9 

 

 x1 x2 

X
(1) 

X1
(1) 

= 1 X2
(1)

 = 1 
X

‘(2) 
X1‟

(2) 
= 1 X2‟

(2)
 = 1/2 

X
‘(2)

 X1‟
(2) 

= 1 X2‟
(2)

 = 1/2 
X

(3) 
X1

(3) 
= 1 X2

(3)
 = 1 

X
(4) 

X1
(4) 

= 1 X2
(4)

 = 0 
X

‘(5) 
X1‟

(5) 
= 0 X2‟

(5)
 = 1/2 

X
‘(5) 

X1‟
(5) 

= 0 X2‟
(5)

 = 1/2 
 

 

So, we have 























2

3
1

2

1

2

5
1

2

1
1

21
'

21
'

t

s

and 























2

1

2

1

22
'

22
'

t

s

 where s
’
21, t

’
21, s

’
22, t

’
22 are the counts in E

’
. Then 

β(f21|E)= β(f21; a21+s’21, b21+t’21)= β(f21;1+5/2, 1+3/2)= β(f21;7/2, 5/2) 
β(f22|E)= β(f22; a22+s’22, b22+t’22)= β(f22;1+1/2, 1+1/2)= β(f22;3/2, 3/2) 

Pr(X2=1| X1=1)=E(β(f21|E))=
12

7

2/52/7

2/7



 

Pr(X2=0| X1=1)=E(β(f22|E))=
2

1

2/32/3

2/3



 

If there are more evidences, this task repeated more and more brings out the EM algorithm having two steps. 
1. Step1. We compute s

’
ij and t

’
ij based on the expected value of given β(fij), s

’
ij=E(β(fij)) and t

’
ij=1- E(β(fij)). Next, 

replacing missing data by s
’
ij and t

’
ij . This step is called Expectation step.  

 
2. Step 2. We determine the posterior density function fij

 
by computing its parameters aij=aij+sij and bij=bij+tij. Note 

that sij and tij are recomputed absolutely together on occurrence of s
’
ij and t

’
ij. Terminating algorithm if the stop condition 

(for example, the number of iterations approaches k times) becomes true, otherwise, reiterating step 1. This step is 
called the Maximization step. 
 

After k
th
 iteration, we have 

)()(

)(

limlim
k

ijij

k

ijij

k

ijij

k
ij

k tbsa

sa
nExpectatio







which will approach a certain limit. Don‟t worry 
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about the case of infinite iterations, we will obtain approximate s

’
ij, t

’
ij, posterior fij if k is large enough due to certain value 

of 
ij

k
nExpectatio


lim  

 
III.1.3.3. An example about parameter evolution 
 
Suppose Java course is constituted of three concepts considered as knowledge variables whose links are prerequisite 
relationships. Additionally, there are two evidence variables: “Questions > 10” and “Exercise: set up class Human”. That 
learner asks more than 10 questions is to tell how much her/his amount of knowledge. Like that, evidence “Exercise: set 
up class Human” proves whether or not he/she understands concept “Class & Object”. The number (in range 0...1) that 
measures the relative importance of each prerequisite or evidence is defined as the weight of arc from parent node to 
child node. All weights concerning the child variable are normalized and used to build up its CPT implied by beta density 
function. It is logical to initialize weights by uniform distribution. Our work is to define prior density functions and enhance 
them based on evidences, namely, specifying appropriate posterior density functions. This process is called parameter 
evolution. 
 

 
 

Figure III.1.14. BN (a) and augmented BN (b) of Java course 

 
(Nodes O, I, J denote knowledge variables Class & Object, Java, Interface respectively. Nodes E, Q denote evidence 
variables "Exercise: set up class Human" and "Questions > 10" respectively) 
In this example, node J (Java) has two parents: O (Class & Object) and I (Interface) which in turn are corresponding to 
two weights of prerequisite relationship: w1=0.6, w2=0.4. Conditional probability of J is computed as follows: 
 
p(J | C, O, I) = w1*h1 + w2*h2 + w3*h3 

where 



 


 otherwise

J   if C 
h

0

1
1    



 


 otherwise

J   if O 
h

0

1
2        



 


 otherwise

J  if I 
h

0

 1
3  

Note: {J, C, O, I} is complete set of mutually exclusive variables; of course, each also variable is random and binary. We 
have: 


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
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where 



 


 otherwise

X    if Y
h

i

i

0

1
 with given random binary variables X, Yi. 

Obviously, Pr(not X | Y1, Y2,…, Yn) = 1 - Pr(X | Y1, Y2,…, Yn). 
 
 

Table III.1.10. All variables and their density functions, prior probabilities 
 

Real Variable Dummy Variable Density Function Prior Probability 

O F11 β(f11; a11, b11) Pr(O=1) = a11/(a11+b11) = 0.5 
I F21 β(f21; a21, b21) Pr(I=1) = a21/(a21+b21) = 0.5 
J F31 β(f31; a31, b31) Pr(J=1|O=1, I=1) = a31/(a31+b31) = 0.6*1+0.4*1 = 1 
J F32 β(f32; a32, b32) Pr(J=1|O=1, I=0) = a32/(a32+b32) = 0.6*1+0.4*0 = 0.6 
J F33 β(f33; a33, b33) Pr(J=1|O=0, I=1) = a33/(a33+b33) = 0.6*0+0.4*1 = 0.4 
J F34 β(f34; a34, b34) Pr(J=1|O=0, I=0) = a34/(a34+b34) = 0.6*0+0.4*0 = 0 
E F41 β(f41; a41, b41) Pr(E=1|O=1) = a41/(a41+b41) = 0.8*1 = 0.8 
E F42 β(f42; a42, b42) Pr(E=1|O=0) = a42/(a42+b42) = 0.8*0 = 0 
Q F51 β(f51; a51, b51) Pr(Q=1|O=1) = a51/(a51+b51) = 0.2* 1 = 0.2 
Q F52 β(f52; a52, b52) Pr(Q=1|O=0) = a52/(a52+b52) = 0.2*0 = 0 

 
 
Equivalent sample size N 
 
That Pr(O=1) equals 0.5 and Pr(I=1) equals 0.5 is due to uniform distribution. Before specifying parameters, should 
glance over the concept “equivalent sample size” in BN. Suppose there is the BN and its parameters in full β(fij; aij, bij). 
For all i and j, if it exists the number N so that: 
aij + bij = Pr(paij) * N 
 
Given Pr(pai) is probability of an certain instance of an Xi „s parent according to fij. Recall in the case of a root, PAi is 
empty and Pr(paij)=1.  Then the network is called to have equivalent sample size N. For example, reviewing figure 
III.1.12, given β(f11; 2, 2), β(f21; 1,1) , β(f22; 1,1), we have: 
 4 = a11 + b11 = 1*4 =  4  (Pr(paij)=1 because X1 has no parent) 
 2 = a21 + b21 = Pr(X1=1) *4 =  ½*4 = 2 
 2 = a22 + b22 = Pr(X1=0) *4 = ½*4 = 2 
 
 
So, this network has equivalent sample size 4. For all i and j, if 
aij = Pr(Xi=1|paij)*Pr(paij)*N 
bij = Pr(Xi=0|paij)*Pr(paij)*N 
(Formula III.1.21) 
then the resultant augmented BN has equivalent sample size N 
 
Proof, aij+bij = Pr(Xi=1|paij)*Pr(paij)*N + Pr(Xi=0|paij)*Pr(paij)*N  
                     = Pr(paij)*N*(Pr(Xi=1|paij)+ Pr(Xi=0|paij)) 
                     = Pr(paij)*N*(Pr(Xi=1|paij)+ (1 – Pr(Xi=1|paij))) = Pr(paij)*N 
 
Back to Java course, we choose size N = 100. Applying formula III.1.21, all parameters aij and bij are shown in table and 
figure below: 
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Table III.1.11. All parameters of prior density functions 
 

Density Functions Parameters 

β(f11; a11, b11) a11 = Pr(O=1)*1*10 = 0.5*100 = 50 
b11 = Pr(O=0)*1*10 = 0.5*100 = 50 

β(f21; a21, b21) a21 = Pr(I=1)*1*10 = 0.5*100 = 50 
b21 = Pr(I=0)*1*10 = 0.5*100 = 50 

β(f31; a31, b31) a31 = Pr(J=1|O=1,I=1)*Pr(O=1, I=1)*100 
= Pr(J=1|O=1,I=1)*Pr(O=1)*Pr(I=1)*100 

= 1*0.5*0.5*100 = 25 
b31 = Pr(J=0|O=1,I=1)*Pr(O=1, I=1)*100 = 0 

β(f32; a32, b32) a32 = Pr(J=1|O=1, I=0)*Pr(O=1, I=0)*100 
= 0.6*0.5*0.5*100 = 15 

b32 = Pr(J=1|O=1, I=0)*Pr(O=1, I=0)*100 = 10 
β(f33; a33, b33) a33 = Pr(J=1|O=0, I=1)*Pr(O=1, I=1)*100 

= 0.4*0.5*0.5*100 = 10 
b33 = Pr(J=0|O=0, I=1)*Pr(O=1, I=1)*100 = 15 

β(f34; a34, b34) a34 = Pr(J=1|O=0, I=0)*Pr(O=0, I=0)*100 = 0 
b34 = Pr(J=0|O=0, I=0)*Pr(O=0, I=0)*100 

= 1*0.5*0.5*100 = 25 
β(f41; a41, b41) a41 = Pr(E=1|O=1)*Pr(O=1)*100 = 40 

b41 = Pr(E=0|O=1)*Pr(O=1)*100 = 10 
β(f42; a42, b42) a42 = Pr(E=1|O=0)*Pr(O=0)*100 = 10 

b42 = Pr(E=0|O=0)*Pr(O=0)*100 = 40 
β(f51; a51, b51) a51 = Pr(Q=1|O=1)*Pr(O=1)*100 = 10 

b51 = Pr(Q=0|O=1)*Pr(O=1)*100 = 40 
β(f52; a52, b52) a52 = Pr(Q=1|O=0)*Pr(O=0)*100 = 40 

b52 = Pr(Q=0|O=0)*Pr(O=0)*100 = 10 

 
 

 
 

Figure III.1.15. Augmented BN with initial parameters in full 

 
 
Evolution of parameters 
 
Suppose we have 2 evidences X

(1)
=(E

(1)
=1, Q

(1)
=1) and X

(2)
=(E

(2)
=1, Q

(2)
=0). 

The first observation: User does well the “Exercise: set up class Human” and asks more than 10 question in course. 
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- The second: User does well the “Exercise: set up class Human” but asks less than 10 questions. 
But it lacks information about other concepts such as O, J, I. So there have not data yet, we split X

(1)
, X

(2)
 into many X

(1)
i, 

X
(2)

i  (s) for data missing cases. 
 

Table III.1.12. Evidences and missing data needed to estimate 
 

 O
(1) 

I
(1) 

J
(1) 

E
(1) 

Q
(1) 

X
(1)

1 

O=1, v(O
(1)

1)? I=1, v(I
(1)

1)? 

O=1,I=1,J=1 
v(J

(1)
1)? 

E=1 
v(E

(1)
)=1 

Q=1 
v(Q

(1)
)=1 

X
(1)

2 O=1, I=1,J=0 
v(J

(1)
2)? 

X
(1)

3 O=1,I=0,J=1 
v(J

(1)
3)? 

X
(1)

4 O=1,I=0,J=0 
v(J

(1)
4)? 

X
(1)

5 

O=0, v(O
(1)

2)? I=0, v(I
(1)

2)? 

O=0,I=1,J=1 
v(J

(1)
5)? 

X
(1)

6 O=0, I=1,J=0 
v(J

(1)
6)? 

X
(1)

7 O=0,I=0,J=1 
v(J

(1)
7)? 

X
(1)

8 O=0,I=0,J=0 
v(J

(1)
8)? 

 O
(2) 

I
(2) 

J
(2) 

E
(2) 

Q
(2) 

X
(2)

1 

O=1, v(O
(2)

1)? I=1, v(I
(2)

1)? 

O=1,I=1,J=1 
v(J

(2)
1)? 

E=1 
v(E

(2)
)=1 

Q
(2)

=0 
v(Q

(2)
)=1 

X
(2)

2 
O=1, I=1,J=0 
v(J

(2)
2)? 

X
(2)

3 
O=1,I=0,J=1 
v(J

(2)
3)? 

X
(2)

4 
O=1,I=0,J=0 
v(J

(2)
4)? 

X
(2)

5 

O=0, v(O
(2)

2)? I=0, v(I
(2)

2)? 

O=0,I=1,J=1 
v(J

(2)
5)? 

1X
(2)

6 
O=0, I=1,J=0 
v(J

(2)
6)? 

X
(2)

7 
O=0,I=0,J=1 
v(J

(2)
7)? 

X
(2)

8 
O=0,I=0,J=0 
v(J

(2)
8)? 

 
Missing data {v(O

(1)
i), v(I

(1)
i), v(J

(1)
i)} and {v(O

(2)
i), v(I

(2)
i), v(J

(2)
i)} are computed by expected value of fij. For example, v(J

(1)
3) = Pr(J=1|PA(J)) = 

Pr(J=1|O=1, I=0) = E(f32) = a32/(a32+b32) = 15/(15+10) = 3/5. 

 
Table III.1.13. Estimating missing data 

 

v(O
(1)

1)=E(f11)=1/2 v(I
(1)

1)=E(f21)=1/2 

v(J
(1)

1)=E(f31)=1 

v(E
(1)

)=1 v(Q
(1)

)=1 

v(J
(1)

2)=1- v(J
(2)

1)=0 

v(J
(1)

3)=E(f32)=3/5 

v(J
(1)

4)=1- v(J
(2)

3)=2/5 

v(O
(1)

2)=1- v(O
(1)

1)=1/2 v(I
(1)

2)=1- v(I
(1)

1)=1/2 

v(J
(1)

5)=E(f33)=2/5 

v(J
(1)

6)?=1- v(J
(2)

5)=3/5 

v(J
(1)

7)=E(f34)=0 

v(J
(1)

8)=1- v(J
(2)

7)=1 

v(O
(2)

1)=E(f11)=1/2 v(I
(2)

1)=E(f21)=1/2 

v(J
(2)

1)=E(f31)=1 

v(E
(2)

)=1 v(Q
(2)

)=1 

v(J
(2)

2)=1- v(J
(2)

1)=0 

v(J
(2)

3)=E(f32)=3/5 

v(J
(2)

4)=1- v(J
(2)

3)=2/5 

v(O
(2)

2)=1- v(O
(1)

1)=1/2 v(I
(2)

2)=1- v(I
(1)

1)=1/2 

v(J
(2)

5)=E(f33)=2/5 

v(J
(2)

6)?=1- v(J
(2)

5)=3/5 

v(J
(2)

7)=E(f34)=0 

v(J
(2)

8)=1- v(J
(2)

7)=1 
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Suppose sij, tij which in turn denote the number of successful and failed evidences according to fij will be specified. For 
example, s32= v(J

(1)
3)+ v(J

(2)
3)=6/5, t32= v(J

(1)
4)+ v(J

(2)
4)=4/5 

 
Table III.1.14. All sij and tij 

 

s11=v(O
(1)

1)+ v(O
(2)

1)=0.5 t11=v(O
(1)

2)+ v(O
(2)

2)=0.5 

s21=v(I
(1)

1)+ v(I
(2)

1)=0.5 t21=v(I
(1)

2)+ v(I
(2)

2)=0.5 

s31=v(J
(1)

1)+ v(J
(2)

1)=2 t31=v(J
(1)

2)+ v(J
(2)

2)=0 

s32=v(J
(1)

3)+ v(J
(2)

3)=6/5 t32=v(J
(1)

4)+ v(J
(2)

4)=4/5 

s33=v(J
(1)

5)+ v(J
(2)

5)=4/5 t33=v(J
(1)

6)+ v(J
(2)

6)=6/5 

s34=v(J
(1)

7)+ v(J
(2)

7)=0 t34=v(J
(1)

8)+ v(J
(2)

8)=2 

s41=v(E
(1)

1)/2+ v(E
(2)

1)/2=1 t41= v(E
(1)

1)/2+ v(E
(2)

1)/2=1 

s42=v(E
(1)

)/2+ v(E
(2)

)/2=1 t42= v(E
(1)

)/2+ v(E
(2)

)/2=1 

s51=v(Q
(1)

1)/2=0.5 t51=v(Q
(2)

1)/2=0.5 

s52=v(Q
(1)

1)/2=0.5 t52= v(Q
(1)

1)/2=0.5 

 
Now we have information enough to compute posterior density functions β(fij; a

’
ij, b

’
ij) 

 
Table III.1.15. All posterior density functions  

 

β(f11; a
’
11, b

’
11) a

’
11= a11+s11=50.5 b

’
11= b11+ t11=50.5 

β(f21; a
’
21, b

’
21) a

’
21= a21+ s21=50.5 b

’
21= b21+ t21=50.5 

β(f31; a
’
31, b

’
31) a

’
31= a31+ s31=27 b

’
31= b31+ t31=0 

β(f32; a
’
32, b

’
32) a

’
32= a32+ s32=81/5 b

’
32= b32+ t32=54/5 

β(f33; a
’
33, b

’
33) a

’
33= a33+ s33=54/5 b

’
33= b33+ t33=81/5 

β(f34; a
’
34, b

’
34) a

’
34= a34+ s34=0 b

’
34= b34+ t34=27 

β(f41; a
’
41, b

’
41) a

’
41= a41+ s41=41 b

’
41= b41+ t41=11 

β(f42; a
’
42, b

’
42) a

’
42= a42+ s42=11 b

’
42= b42+ t42=41 

β(f51; a
’
51, b

’
51) a

’
51= a51+ s51=10.5 b

’
51= b51+ t51=40.5 

β(f52; a
’
52, b

’
52) a

’
52= a52+ s52=40.5 b

’
52= b52+ t52=10.5 

 
If we continue to apply EM algorithm whenever observed evidences are raised, the posterior density functions are 

updated and become more accurate after many iterations because the 

( )

( ) ( )
lim

k

ij ij

k kk
ij ij ij ij

a s

a s b t



  
will gains certain value. 

 
BN is a powerful mathematical tool for reasoning but it is restricted by unimproved initial parameters. This section III.1.3 
suggests the approach to parameter evolution that uses the EM algorithm for beta functions. Note that the particular 
features of beta function make this suggestion feasible because it is possible to compute the expectation of beta 
function which is the conditional probability in BN. Whether the EM converges quickly or not depends on how to pre-
define the parameters. So, I specify the initial parameters (aij, bij) by weights of arcs. 
However, the qualitative model (graph structure) is now fixed. It is more creative to apply learning machine algorithms to 
enhance entirely the structure of BN. That is learning structure process which will be represented in next section. 
 
 
III.1.4. Improving knowledge sub-model by using dynamic Bayesian network 
 
Normal Bayesian network (BN) described in previous section is effective approach to make reasoning on knowledge 
model but dynamic Bayesian network (DBN) [Neapolitan 2003] is more robust than BN for modeling users‟ knowledge 
when DBN allows monitoring user‟s process of gaining knowledge and evaluating her/his knowledge. However the size 
of DBN becomes numerous when the process continues for a long time; thus, performing probabilistic inference will be 
inefficient. Moreover the number of transition dependencies among points in time is too large to compute posterior 
marginal probabilities when doing inference in DBN. 

To overcome these difficulties, I propose the new algorithm that both the size of DBN and the number of conditional 
probability tables (CPT) in DBN are kept intact (not changed) when the process continues for a long time. This method 
includes six steps: initializing DBN, specifying transition weights, re-constructing DBN, normalizing weights of  
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dependencies, re-defining CPT(s) and probabilistic inference. Our algorithm also solves the problem of temporary slip 
and lucky guess: “learner does (doesn‟t) know a particular subject but there is solid evidence convincing that she/he 
doesn‟t (does) understand it; this evidence just reflects a temporary slip (or lucky guess)”. 

My solution of building up knowledge is to combine BN and overlay model and so such knowledge sub-model is called 
Bayesian overlay (sub-) model. Before describing the way to improve Bayesian overlay model by using dynamic 
Bayesian network in III.1.4.2, we should glance over what dynamic Bayesian network is in III.1.4.1. Section III.1.4.3 is 
the evaluation. 
 
 
III.1.4.1. Dynamic Bayesian network 

 
BN provides a powerful inference mechanism based on evidences but it cannot model temporal relationships between 

variables. It only represents DAG at a certain time point. In some situations, capturing the dynamic (temporal) aspect is 
very important; especially in e-learning context it is very necessary to monitor chronologically users‟ process of gaining 
knowledge. So the purpose of dynamic Bayesian network (DBN) is to model the temporal relationships among variables; 
in other words, it represents DAG in the time series. 

Suppose we have some finite number T of time points, let xi[t] be the variable representing the value of xi at time t 
where 0  t T. Let X[t] be the temporal random vector denoting the random vector X at time t, X[t] = {x1[t], x2[t],…, xn[t]}. 
A DBN is defined as a BN containing variables that comprise T variable vectors X[t] and determined by following 
specifications: 

- An initial BN G0 = {X[0], Pr(X[0]} at first time t = 0 
- A transition BN is a template consisting of a transition DAG G→ containing variables in X[t]X[t+1] and a 

transition probability distribution Pr→ (X[t+1] | X[t]). 
In short, the DBN consists of the initial DAG G0 and the transition DAG G→ evaluated at time t where 0  t  T. The 

Distributed Global Joint Probability Distribution of DBN so-called DGJPD is product of probability distribution of G0 and 
product of all Pr→ (s) valuated at all time points, which is denoted following: 

Pr(X[0], X[1],…, X[T]) = Pr(X[0])*



 

1

0

])[|]1[(Pr
T

t

tXtX  (Formula III.1.22) 

Note that the transition (temporal) probability can be considered the transition (temporal) dependency.  
 
 

 
 

Figure III.1.16. DBN for t = 0, 1, 2. 

(Non-evidence variables are not shaded; otherwise, evidence variables are shaded. Dash lines - - - denotes transition probabilities or 
transition dependencies of G→ between consecutive points in time) 

 
 
Drawbacks of inferences in DBN 
 
Formula III.1.22 is considered as extension of formula III.1.2; so, the posterior probability of each temporal variable is 
now computed by using DGJPD in formula III.1.22 which is much more complex than normal GJPD in formula III.1.2.  
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Whenever the posterior of a variable evaluated time point t needs to be computed, all temporal random vectors X[0], 
X[1],…, X[t] must be included for executing Bayesian rule because DGJPD is product of all transition Pr→ (s) valuated at 
t points in time. Suppose the initial DAG has n variables ( X[0] = {x1[0], x2[0],…, xn[0]} ), there are n*(t+1) temporal 
variables concerned in time series (0, 1, 2,…, t). It is impossible to take into account such an extremely large number of 
temporal variables in X[0]X[1] …X[t]. In other words, the size of DBN becomes numerous when the process 
continues for a long time; thus, performing probabilistic inference will be inefficient. 
Moreover suppose G0 has n variables, we must specify n*n transition dependencies between variables xi[t]X[t] and 
variables xi[t+1]X[t+1]. Through t time points, there are n*n*t transition dependencies. So it is impossible to compute 
effectively the transition probability distribution Pr→ (X[t+1] | X[t]) and the DGJPD in formula III.22. 
 
 
III.1.4.2. Using dynamic Bayesian network to model user’s knowledge 
 
To overcome drawbacks of DBN, I propose the new algorithm that both the size of DBN and the number of CPT(s) in DBN are kept 
intact (not changed) when the process continues for a long time. However we should glance over some definitions before discussing 
our method. Given pai[t+1] is a set of parents of xi at time point t+1, namely parents of Xi[t+1], the transition probability distribution is 
computed as below: 

Pr→(X[t+1] | X[t]) = 


 
n

i

ii tpatx
1

]1[|]1[(Pr     (Formula III.1.23) 

Applying (5) for all X and for all t, we have: 
Pr→(X[t+1] | X[0], X[1],…, X[t]) = Pr→(X[t+1] | X[t])    (Formula III.1.24) 
If the DBN meets fully formula III.1.24, it has Markov property, namely, given the current time point t, the conditional probability of next 
time point t+1 is only relevant to the current time point t, not relevant to any past time point (t-1, t-2,…,0). Furthermore, the DBN is 
stationary if Pr→(X[t+1] | X[t]) is the same for all t.  

 
A new algorithm for modeling and inferring user’s knowledge by using DBN. 
 
Suppose DBN is stationary and has Markov property. Each time there are occurrences of evidences, DBN is re-
constructed and the probabilistic inference is done by six following steps: 
- Step 1: Initializing DBN. 
- Step 2: Specifying transition weights. 
- Step 3: Re-constructing DBN. 
- Step 4: Normalizing weights of dependencies. 
- Step 5: Re-defining CPT (s). 
- Step 6: Probabilistic inference. 
Six steps are repeated whenever evidences occur. Each iteration gives the view of DBN at certain point in time. After t

th
 iteration, the 

posterior marginal probability of random vector X in DBN will approach a certain limit; it means that DBN converge at that time. 
Because there are an extremely large number of variables included in DBN for a long time, we focus a subclass of DBN in which 
network in different time steps are connected only through non-evidence variables (xi). 
Suppose there is course in which the domain model has four knowledge elements x1, x2, x3, e1. The item e1 is the evidence that tells 
us how learners are mastered over x1, x2, x3. This domain model is represented as a BN having three non-evidence variables x1, x2, 
x3 and one evidence variable e1. The weight of an arc from parent variable to child variable represents the strength of dependency 
among them. In other word, when x2 and x3 are prerequisite of x1, knowing x2 and x3 have causal influence in knowing x1. For 
instance, the weight of arc from x2 to x1 measures the relevant importance of x2 in x1.   This BN regarded as an example for our 
algorithm is shown in following figure. 
 

 
 

Figure III.1.17. The BN sample 
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Step 1: Initializing DBN 
 
If t > 0 then jumping to step 2. Otherwise, all variables (nodes) and dependencies (arcs) among variables of initial BN G0 
must be specified. The strength of dependency is considered as weight of arc.  
 

 
 

Figure III.1.18. Initial DBN derived from BN in 

figure III.1.15 

 
 
Step 2: Specifying transition weight 
 
Given two factors: slip and guess where slip (guess) factor expresses the situation that user does (doesn‟t) know a 
particular subject but there is solid evidence convincing that she/he doesn‟t (does) understand it; this evidence just 
reflects a temporary slip (or lucky guess). Slip factor is essentially probability that user has known concept/subject x 
before but she/he forgets it now. Otherwise guess factor is essentially probability that user hasn‟t known concept/subject 
x before but she/he knows it knows. Suppose x[t] and x[t+1] denote the user‟s state of knowledge about x at two 
consecutive time points t1 and t2 respectively. Both x[t] and x[t+1] are temporal variables referring the same knowledge 
element x. 

slip = Pr(not x[t+1] | x[t]) 
guess = Pr(x[t+1] | not x[t]) 
(where 0  guess, slip  1) 
 
So the conditional probability (named a) of event that user knows x[t+1] given event that she/he has already known x[t] 

has value 1-slip. Proof, 
a = Pr(x[t+1] | x[t]) = 1 – Pr(not x[t+1] | x[t]) =  1 – slip 
 
The bias b is defined as differences of an amount of knowledge user gains about x between t and t+1. 

guesstxtx
b



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
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1
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Now the weight w expressing strength of dependency between x[t] and x[t+1] is defined as product of the conditional 
probability a and the bias b. 

guess
slipbaw




1

1
*)1(*     (Formula III.1.25) 

Expanding to temporal random vectors, w is considered as the weight of arcs from temporal vector X[t] to temporal 
vector X[t+1]. Thus the weight w implicates the conditional transition probability of X[t+1] given X[t]. 

w   Pr→(X[t+1] | X[t]) = Pr→(X[t] | X[t-1]) 

 
So w is called temporal weight or transition weight and all transition dependencies have the same weight w. Suppose 
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slip = 0.3 and guess = 0.2 in our example, we have w = 
2.01

1
*)3.01(


 = 0.58 

 
 

Figure III.1.19. Transition weights 

 
 
Step 3: Re-constructing DBN 
 
Because our DBN is stationary and has Markov property, we only focus its previous adjoining state at any point in time. 
We concern DBN at two consecutive time points t–1 and t. For each time point t, we create a new BN G

’
[t] whose 

variables include all variables in X[t–1] X[t] except evidences in X[t–1]. G
’
[t] is called augmented BN at time point t. 

The set of such variables is denoted Y. 
Y = X[t–1] X[t] / E[t–1] = {x1[t–1], x2[t–1],…, xn[t–1], x1[t], x2[t],…, xn[t]} / {e1[t–1], e2[t–1],…, ek[t–1]} where E[t–1] is the 
set of evidences at time point t – 1 
 
A very important fact to which you should pay attention is that all conditional dependencies among variables in X[t–1] 
are removed from G’[t]. It means that no arc (or CPT) in X[t–1] exists in G

’
[t] now. However each couple of variables xi[t–

1] and xi[t] has a transition dependency which is added to G’[t]. The strength of such dependency is the weight w 
specified in formula III.1.25. Hence every xi[t] in X[t] has a parent which in turn is a variable in X[t-1] and the temporal 
relationship among them are  weighted. Vector X[t-1] becomes the input of vector X[t]. 
 

 
 

Figure III.1.20. Augmented DBN at time point t. 

 
(Dash lines - - - denotes transition dependencies. The augmented DBN is much simpler than DBN in figures III.1.14.) 

 
 
Step 4: Normalizing weights of dependencies 
 
Suppose x1[t] has two parents x2[t] and x3[2]. The weights of two arcs from x2[t], x3[t] to x1[t] are w2, w3 respectively. The 
essence of these weights is the strength of dependencies inside random X[t]. 
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w2 + w3 = 1 
Now in augmented DBN, the transition weight of temporal arc from x1[t-1] to x1[t] is specified according to formula III.1.25 

guess
slipbaw


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The weights w1, w2, w3 must be normalized because sum of them is larger than 1, w1 + w2 + w3 >1 
w2 = w2  * (1-w1), w3 = w3  * (1-w1)    (Formula III.1.26) 
Suppose S is the sum of w1, w2 and w3, we have: 
S = w1 + w2 *(1-w1)  + w3 *(1-w1) = w1 + (w2+w3)(1–w1) = w1 + (1–w1) = 1. 
 
Expending formula III.1.26 on general cases, suppose variable xi[t] has k-1 weights wi2, wi3,…, xik corresponding to k-1 
parents and a transition weight wi1 of temporal relationship between xi[t-1] and xi[t]. We have: 
wi2=wi2*(1–wi1), wi3=wi3*(1–wi1),…, wik=wik*(1–wi1)   (Formula III.1.27) 
 
After normalizing weights following formula III.1.27, transition weight wi1 is kept intact but other weights wij (j > 1) get 
smaller. So the meaning of formula III.1.27 is to focus on transition probability and knowledge accumulation. Because 
this formula is a suggestion, you can define the other one by yourself. 
Let Wi[t] be the set of weights relevant to a variable  xi[t], we have: 
Wi[t] = {wi1, wi2, wi3,…, wik} where wi1 + wi2 +…+ wik = 1 
 

Table III.1.16. The weights relating xi[t] are normalized 
 

 

 w11 w12 w13 

x1[t] 0.58 0.6 0.4 

x1[t] (normalized) 0.58 0.252 0.168 

 
The following figure shows the variant of augmented DBN (in figure III.1.18) whose weights are normalized. 
 

 
 

Figure III.1.21. Augmented DBN whose weights are 

normalized 

 
Step 5: Re-defining CPT(s) 
 
There are two random vectors X[t–1] and X[t]. So defining CPT(s) of DBN includes: determining CPT for each variable 
xi[t-1]X[t–1] and re-defining CPT for each variable xi[t] X[t]. 
1. Determining CPT(s) of X[t–1]. The CPT of xi[t-1] is the posterior probabilities which were computed in step 6 of 
previous iteration.  
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Table III.1.17. CPT of x1[t-1]. 

 

Pr(x1[t-1]=1) Pr(x1[t-1]=0) 

α1: the posterior probability of x1 computed 
at previous iteration 

1 – α1 

 
Table III.1.18. CPT of x2[t-1]. 

 

Pr(x2[t-1]=1) Pr(x2[t-1]=0) 

α2: the posterior probability of x2 computed 
at previous iteration 

1 – α2 

 
Table III.1.19. CPT of x3[t-1]. 

 

Pr(x3[t-1]=1) Pr(x3[t-1]=0) 

α3: the posterior probability of x3 
computed at previous iteration 

1 – α3 

 
2. Re-defining CPT(s) of X[t]. Suppose pai[t] = {y1, x2,…, xk} is a set of parents of xi[t] at time point t and Wi[t] = {wi1, 
wi2,…, wik} is a set of weights which expresses the strength of dependencies between xi and such pai[t]. Note that Wi[t] is 
specified in step 4. The conditional probability of variable xi[t] given its parents pai[t] is denoted Pr(xi[t] | pai[t]). So Pr(xi[t] 
| pai[t]) represents the CPT of xi[t]. 
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Pr(xi[t]=0 | pai[t]) = 1 – Pr(xi[t]=1 | pai[t]) 
 

Table III.1.20. CPT of x1[t]. 
 

x1[t-1]   x2[t]   x3[t] Pr(x1[t]=1) Pr(x1[t]=0) 

1         1        1 
1.0 

(0.58*1+0.252*1+0.168*1) 
0.0 

1         1        0 
0.832 

(0.58*1+0.252*1+0.168*0) 
0.168 

1         0        1 
0.748 

(0.58*1+0.252*0+0.168*1) 
0.252 

1         0        0 
0.58 

(0.58*1+0.252*0+0.168*0) 
0.42 

0         1        1 
0.42 

(0.58*0+0.252*1+0.168*1) 
0.58 

0         1        0 
0.252 

(0.58*0+0.252*1+0.168*0) 
0.748 

0         0        1 
0.168 

(0.58*0+0.252*0+0.168*1) 
0.832 

0         0        0 
0.0 

(0.58*0+0.252*0+0.168*0) 
1.0 

 
 

Table III.1.21. CPT of x2[t]. 
 

x2[t-1] Pr(x2[t]=1) Pr(x2[t]=0) 

1   
0.58 

(0.58*1) 
0.42 

0 
0.0 

(0.58*0) 
1.0 
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Table III.1.22. CPT of x3[t]. 
 

x3[t-1] Pr(x3[t]=1) Pr(x3[t]=0) 

1   
0.58 
(0.58*1) 

0.42 

0 
0.0 
(0.58*0) 

1.0 

 
Table III.1.23. CPT of e1[t]. 

 

Pr(e1[t]=1) Pr(e1[t]=0) 

0.5 
(use uniform distribution) 

0.5 
(use uniform distribution) 

 

 
 

        Figure III.1.22. Augmented DBN and its CPT (s) 

 
Step 6: Probabilistic inference 
 
The probabilistic inference in our augmented DBN can be done similarly to normal Bayesian network by using the 
formulas III.1.5, III.1.6. It is essential to compute the posterior probabilities of non-evidence variable in X[t]. This 
decrease significantly expense of computation regardless of a large number of variables in DBN for a long time. At any 
time point, it is only to examine 2*n variables if the DAG has n variables instead of including 2*n*t variables and n*n*t 
transition probabilities given time point t. Each posterior probability of xi[t]X[t] is computed below. 
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where E[t] is a set of evidences occurring at time point t. 

Such posterior probabilities are also used for determining CPT (s) of DBN in step 5 of next iteration. For example, 
posterior probabilities of x1[t], x2[t] and x3[t] are α1, α2 and α3 respectively. Note that it is not required to compute the 
posterior probabilities of X[t–1]. If the posterior probabilities are the same as before (previous iteration) then DBN 
converges when all posterior probabilities of variables xi[t] gain stable values at any time. If so we can stop algorithm; 
otherwise turning back step 1. 
 

Table III.1.24. The results of 
probabilistic inference – posterior 

probabilities are used for determining 
CPT(s) of DBN in step 5 of next 
iteration. 

 

Pr(x1[t]) α1 

Pr(x2[t]) α2 
Pr(x3[t]) α3 
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III.1.4.3. Evaluation 
 
Our basic idea is to minimize the size of DBN and the number of transition probabilities in order to decrease expense of 
computation when the process of inference continues for a long time. Suppose DBN is stationary and has Markov 
property, I define two factors: slip & guess to specify the same weight for all transition relationships (temporal 
relationship) among time points instead of specifying a large number of transition probabilities. The augmented DBN 
composed at given time point t has just two random vectors X[t–1] and X[t]; so , it is only to examine 2*n variables if the 
DAG has n variables instead of including 2*n*t variables and n*n*t transition probabilities. That specifying slip factor and 
guess factor will solve the problem of temporary slip and lucky guess. 

The process of inference including six steps is done in succession through many iterations, the result of current 
iteration will be input for next iteration. After t

th
 iteration DBN will converge when the posterior probabilities of all 

variables xi[t] gain stable values regardless of the occurrence of a variety evidences. 
Instead of using DBN to re-constructing network, another approach described in next section is applied into improving 

the quality of inference mechanism in knowledge sub-model. This approach is to analyze training data so as to 
determine the prior probabilities of nodes in network as precisely as possible. In other words, network structure is not 
modified and only conditional probability tables (CPT) are improved. 
 
 
III.1.5. Specifying prior probabilities 
 

Bayesian network provides the solid inference mechanism when convincing the hypothesis by collecting evidences. 
Bayesian network is instituted of two models: qualitative model quantitative model. The qualitative model is its structure 
and the quantitative model is its parameters, namely conditional probability tables (CPT) whose entries are probabilities 
quantifying the dependences among variables in network. The quality of CPT depends on the initialized values of its 
entries. Such initial values are prior probabilities. Because the beta function provides some conveniences when 
specifying CPT (s), this function is used as the basic distribution in our method. The problem of defining prior 
probabilities is involved in how to estimate parameters in beta distribution. In this report, I propose the formula for 
estimating beta distribution‟s parameters by applying the Maximum Likelihood Estimation (MLE) technique. Such optimal 
parameters that we must find out are called parameter estimators. It is slightly unfortunate when the equations whose 
solutions are parameter estimators are differential equations and it is too difficult to solve them. Thus I also propose the 
algorithm so as to find out the approximate solutions of these equations. 

Bayesian network (BN) is the directed acyclic graph (DAG) constituted of a set of nodes representing random 
variables and a set of directed arcs representing the dependence relationships among nodes. The strength of 
dependence relationship is quantified by conditional probabilities. Each node owns a conditional probability table (CPT) 
that measures the impact of all its parents on it. Such CPT (s) are called the parameters of BN. Note that each entry in a 
CPT is a conditional probability. The problem which must be solved is how to initialize these parameters so as to be 
optimal.  It means that we should specify prior probability.  

Suppose every node X in BN obeys beta distribution with two parameters a and b, we have: 
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Where X is random variable and Г denotes the gamma function described below: 
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gamma function carefully because it relates to parameter estimation. 
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Figure III.1.23. Beta functions 

 
It means that, there are “a” successful outcomes (for example, X =1) in “a+b” trials. Higher value of “a” is, higher ratio of 

success is, so, the graph leans forward right. Higher value of “a+b” is, the more the mass concentrates around 
ba

a


and the more narrow the graph is. The expectation and variance of beta distribution are defined as below: 
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The reason I choose beta function as the probability distribution for every node (variable) in BN is that the prior 
probability of X is the expectation of beta function and this value is very easy to compute: 
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We need to compute the posterior probability of X denoted as Pr(X=1|E) where E is the set of evidences in which the 
number of evidences having value 1 is s and the number of evidences having value 0 is t. 
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Where N=a+b and M=s+t 
I recognize that the beta distribution provide us some convenience when specifying CPT (s) in BN. It is essential to 
count the number of evidences so as to compute the posterior probabilities. However, the quality of CPT is also 
dependent on the prior probability and so; the considerable problem is involved in how to estimate two parameters of 

beta distribution a and b because the prior probability is derived from them, 
ba

a
XEX


 )()1Pr( . The following 

sections will discuss about the maximum likelihood estimation (MLE) technique and how to use it to estimate two 
parameters of beta distribution. 
 
 
III.1.5.1. Maximum likelihood estimation 
 
Let θ and X be the hypothesis and observation variable, respectively. Suppose x1, x2,…, xn are instances of variable X in 
training data and they are observed independently. According multiplication rule in probability theory, the likelihood 
function L(θ) is the joint probability which is the product of condition probabilities of instances xi, given hypothesis 
variable 
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i
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Where Pr(xi|θ) is the conditional probability of instance xi given the hypothesis. 
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Suppose θ={θ1, θ2,…, θk} is the vector of parameters specifying the distribution f, it is required to estimate the parameter 
vector and its standard deviation in distribution f so that the likelihood function takes the maximum value.  The 

parameter vector that maximizes likelihood function is called optimal parameter vector denoted as


. 
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Because it is too difficult to work with the likelihood function in the form of product of condition probabilities, we should 
take the logarithm of L(θ) so that the log function converts the repeated multiplication to repeated addition. The logarithm 
of L(θ) so-called log-likelihood is denoted LnL(θ). 
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The essence of maximizing the likelihood function is to find the peak of the curve of LnL(θ).  This can be done by setting 
the first-order partial derivative of LnL(θ) with respect to each parameter θi to 0 and solving this equation to find out 
parameter θi. The reason is that the slope of the curve LnL(θ) equals 0 at its peak. The number of equations 

corresponds with the number of parameters. If all parameters are found, in other words, the optimal parameter vector 


={ 1


, 2


,…, 
k


} is defined then the optimal distribution f(


) is known clearly. Each 
i


 is also called a parameter 

estimator. 
Another important issue is how to determine the standard deviation in distributed f when we have already computed all 

parameters. It is very fortunate when the second-order derivative of the log-likelihood function denoted 
T

LnL



 2

 can be 

computed and it is used to determine the variances of parameters. If distribution f has only one parameter, the second-

order derivative 
T

LnL



 2

is scalar, otherwise it is a matrix so-called Hessian matrix. The negative expectation of Hessian 

matrix is called the information matrix which in turn is inverted so as to construct the matrix containing the variances of 
the parameters on its diagonal, and the asymptotic co-variances of the parameters in the off-diagonal positions. Such 
matrix is called variance matrix. The standard deviation is the root of variance. 
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III.1.5.2. Beta likelihood estimation 
 
As discussed, the beta distribution is defined as below: 
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The beta function denoted B(x, y) is a special function defined as below: 
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     (Formula III.1.29) 

The first-order partial derivative of B(x, y) is determined: 
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Let ψ(x) =
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(Formula III.1.30) 
 
The ψ(x) is also called digamma function. Applying formula III.1.29, the beta distribution is re-written: 
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Now we specify the likelihood function of beta distribution as below: 
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Take the logarithm of L(θ), we have the log-likelihood function: 
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  (Formula III.1.32) 

 
There are two parameters a and b which we must specify so as to maximize the log-likelihood function. Thus, two first-
order partial derivatives corresponding to two parameters must be taken. 
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(Formula III.1.33) 
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(Formula III.1.34) 

(By applying formula III.1.30 and III.1.32) 
 
Setting two partial derivatives equal 0 so as to find out two parameters a and b, we have set of equations whose two 
solutions are the values of a and b: 
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  (Formula III.1.35) 

This is the set of differential equations; so we will focus on the existence of solutions of such equations later. Suppose 

two solutions of this set of equations are a


 and b


which are estimators of a, b in beta distribution. So a


 and b


 are 

optimal parameters. The optimal beta distribution becomes as below: 
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Now we must determine the second-order partial derivative matrix so-called Hessian matrix. 
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Applying formula III.1.33 and III.1.34, we can determine four second-order partial derivatives. 
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 are denoted as h1(a,b), h2(a,b), h3(a,b), h4(a,b), respectively. The Hessian matrix 

is re-written: 











),(),(

),(),(
)(

43

21

bahbah

bahbah
H   

 
The information matrix which is the negative expectation of Hessian matrix is determined as below: 
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Suppose the subtraction h1(a,b)*h4(a,b) – h2(a,b)*h3(a,b) does not equal 0, the inverse of H(θ) containing the variances 
of parameters exists. 
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The roots of diagonal elements are the standard deviations (or standard errors) of parameter estimates. Let σ( a


) and σ(

b


) be the standard errors of optimal parameters a


 and b


, respectively. Suppose: 

,a  
),(*),(),(*),(

),(

3241

4

bahbahbahbah

bah




>0 and  

       
),(*),(),(*),(

),(

4132

1

bahbahbahbah

bah


>0,  

We have: 
 

),(*),(),(*),(

),(
)(

3241

4

bahbahbahbah

bah
a 







  

),(*),(),(*),(

),(
)(

4132

1

bahbahbahbah

bah
b 




  

 
 
III.1.5.3. Algorithm to solve the equations whose solutions are parameter estimators 
 

As discussed the parameter estimators a


 and b


 are solutions of two equations: 
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Obviously, these equations are differential functions whose solutions are families of function. Because it is too difficult to 
solve them, I propose the algorithm so as to find out the approximate solutions of these equations. The digamma 
function ψ(x) is written as below: 
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Supposing a and b are positive whole number. Expanding the expression ψ(a) – ψ(a+b), we have: 
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Where Cn
k
 is the combination taken k of n elements, 
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The equations whose solutions are parameter estimators becomes two following equations: 
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 (Formula III.1.38) 

Where F1(a, b) = 
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The number of solutions of equations in formula III.1.38 is large and it is very difficult to find out them. Suppose there is the restriction: 
“The range of variables a and b is from 1 to n where n is the whole positive number and not greater than the number of evidences in training data”. 

I propose the iterative algorithm that each pair values (ai, bi) which are values of variables a and b are fed to F1, F2 at each iteration. Two biases 
Δ1=F1(ai, bi)–L1 and Δ2=F2(ai, bi) –L2 are computed. The normal bias is the root of sum of the second power Δ1 and the second power of Δ2: Δ=

2

2

2

1  . The pair ( a


, b


) whose normal bias Δ is minimum are chosen as the parameter estimators. The algorithm is described as below: 

 
min Δ = + ; 

a


= b


=1  (uniform distribution ) 

For a = 1 to n do 
For b=1 to n do 
Δ1=F1(a, b)–L1 

Δ2=F2(a, b) –L2 

Δ=
2

2

2

1   

If Δ<min Δ then 
min Δ= Δ 

a


=a 

b


=b 

  End If 
End for a 
End For b 

( a


 and b


 are optimal parameters) 
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Note that the factorial functions occurring in F1 and F2 becomes unexpectedly huge when the range of a and b is wide; 
so the upper bound n should not be large. With respect to beta distribution, the probability of variable in Bayesian 

network is the expectation of beta distribution, namely, Pr(X) = E(beta(a,b)) = 
ba

a


. The ratio 

ba

a


 is not so 

dependent on the amplitude of a or b; for example, the ratio 
75

5


whose parameters a and b equal 5 and 7, 

respectively is the same to the ratio 
1410

10


 whose parameters a and b equal 10 and 14, respectively. That is why we 

do not need to define the range of a and b to be so wide. 
 
 
III.1.5.4. An example of how to specify prior probabilities 
 
Suppose there is the BN having two variables X1, X2 and one arc which links them together. Variables X1 and X2 obey 
beta distribution. We need to specify the prior CPT (s), namely the prior conditional probabilities Pr(X1=1), Pr(X2=1|X1=1) 
and Pr(X2=1|X1=0). 
 

 
 

Figure III.1.24. Bayesian network without CPT (s) 

 
Let β1(a1,b1), β2(a2,b2), β3(a3,b3) be beta distributions of conditional probabilities Pr(X1=1), Pr(X2=1|X1=1) and 
Pr(X2=1|X1=0). We have: 

Pr(X1=1) = E(β1(a1,b1))=

11

1
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Pr(X2=1|X1=1) = E(β2(a2,b2))=
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Pr(X2=1|X1=0) = E(β3(a3,b3))=

22

2

ba

a


 

It is necessary to determine three parameter pairs (a1, b1), (a2, b2) and (a3, b3) of three beta distributions β1, β2, β3, 
respectively. Suppose we perform 5 trials of a random process, the outcome of i

th
 trial denoted E

(i)
 is considered as an 

evidence in which X1 and X2 obtains value 0 or 1. So we have the vector of 5 evidences E = (E
(1)

, E
(2)

, E
(2)

, E
(3)

, E
(4)

, E
(5)

 ) 
 

Table III.1.25. The evidences corresponding to 5 trials 
 

 

 

Let Lij, Fij, Δij, Δi be the values of Lj, Fj, Δj, Δ with respect to βi ( 2,1,3,1  ji ). We have: 

 
 

 

 
 

X1 Pr(X1=1)    Pr(X1=0) 
 

    ?           ? 

X2 

 X1    Pr(X2=1)  
 

1    ? 

  0        ? 

 X1 X2 

E
(1) 

X1
 
= 1 X2 = 1 

E
(2) 

X1
 
= 1 X2 = 1 

E
(3) 

X1
 
= 1 X2 = 1 

E
(4) 

X1
 
= 1 X2 = 0 

E
(5) 

X1
 
= 0 X2 = 0 
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22
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21   

Δ31=F31 – L31, Δ32=F32 – L32, Δ3=
2

32

2

31   

Due to )0ln( , ln(0) is represented as a extremely large number, namely 1000 ; so 1000)0ln(  . Expending 

the range of function ln(X) when X is binary variable, if X =0 then ln(X)  –1000, otherwise ln(X) +1000. From these 
evidences, it is easy to compute Lij 
 

Table III.1.26. The values of Lij  
 

β1 β2 β3 

L11 = 600 L21 = 500  L31 = –1000 
L12 = –600 L22 = –500 L32 = 1000 

 
Suppose the range of all parameters is from 1 to 4. Applying the algorithm proposed, the normal biases of all possible 
values of (a1, b1) with respect to β1 are shown in following table. 

 

Table III.1.27. The normal biases of (a1, b1) with respect to β1 
 

a1 b1 F11 F12 Δ11 Δ12 Δ1 

1 1 -2.72 -2.72 -602.72 597.28 848.54 
1 2 -7.39 -4.08 -607.39 595.92 850.91 
1 3 -20.09 -4.98 -620.09 595.02 859.39 
1 4 -54.6 -5.66 -654.6 594.34 884.16 
2 1 -4.08 -7.39 -604.08 592.61 846.23 
2 2 -11.08 -11.08 -611.08 588.92 848.67 
2 3 -30.13 -13.55 -630.13 586.45 860.81 
2 4 -81.9 -15.39 -681.9 584.61 898.19 
3 1 -4.98 -20.09 -604.98 579.91 838.04 
3 2 -13.55 -30.13 -613.55 569.87 837.37 
3 3 -36.82 -36.82 -636.82 563.18 850.12 
3 4 -100.1 -41.84 -700.1 558.16 895.36 
4 1 -5.66 -54.6 -605.66 545.4 815.04 
4 2 -15.39 -81.9 -615.39 518.1 804.45 
4 3 -41.84 -100.1 -641.84 499.9 813.55 
4 4 -113.75 -113.75 -713.75 486.25 863.64 
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The normal biases of all possible values of (a2, b2) with respect to β2 are shown in the following table.  
 

Table III.1.28. The normal biases of (a2, b2) with respect to β2 
 

a2 b2 F21 F22 Δ21 Δ22 Δ2 

1 1 -2.72 -2.72 -502.72 497.28 707.12 
1 2 -7.39 -4.08 -507.39 495.92 709.49 
1 3 -20.09 -4.98 -520.09 495.02 718 
1 4 -54.6 -5.66 -554.6 494.34 742.93 
2 1 -4.08 -7.39 -504.08 492.61 704.81 
2 2 -11.08 -11.08 -511.08 488.92 707.28 
2 3 -30.13 -13.55 -530.13 486.45 719.49 
2 4 -81.9 -15.39 -581.9 484.61 757.26 
3 1 -4.98 -20.09 -504.98 479.91 696.65 
3 2 -13.55 -30.13 -513.55 469.87 696.07 
3 3 -36.82 -36.82 -536.82 463.18 709.02 
3 4 -100.1 -41.84 -600.1 458.16 755 
4 1 -5.66 -54.6 -505.66 445.4 673.85 
4 2 -15.39 -81.9 -515.39 418.1 663.66 
4 3 -41.84 -100.1 -541.84 399.9 673.44 
4 4 -113.75 -113.75 -613.75 386.25 725.17 

 
The normal biases of all possible values of (a3, b3) with respect to β3 are shown in the following table.  
 

Table III.1.29. The normal biases of (a3, b3) with respect to β3 
 

a3 b3 F31 F32 Δ31 Δ32 Δ3 

1 1 -2.72 -2.72 997.28 -1002.72 1414.22 
1 2 -7.39 -4.08 992.61 -1004.08 1411.9 
1 3 -20.09 -4.98 979.91 -1004.98 1403.65 
1 4 -54.6 -5.66 945.4 -1005.66 1380.27 
2 1 -4.08 -7.39 995.92 -1007.39 1416.58 
2 2 -11.08 -11.08 988.92 -1011.08 1414.3 
2 3 -30.13 -13.55 969.87 -1013.55 1402.83 
2 4 -81.9 -15.39 918.1 -1015.39 1368.92 
3 1 -4.98 -20.09 995.02 -1020.09 1425 
3 2 -13.55 -30.13 986.45 -1030.13 1426.27 
3 3 -36.82 -36.82 963.18 -1036.82 1415.17 
3 4 -100.1 -41.84 899.9 -1041.84 1376.69 
4 1 -5.66 -54.6 994.34 -1054.6 1449.44 
4 2 -15.39 -81.9 984.61 -1081.9 1462.86 
4 3 -41.84 -100.1 958.16 -1100.1 1458.86 
4 4 -113.75 -113.75 886.25 -1113.75 1423.33 

 
From above tables, we recognize that when (a1,b1)=(4,2), (a2,b2)=(4,2) and (a3,b3)=(2,4), the normal biases of 

distributions β1, β2 and β3, respectively become minimum. So the parameter estimators ( 11 ,ba


), ( 22 ,ba


) and ( 33 ,ba


) 

corresponding to distributions β1, β1 and β3 are (4,2), (4,2) and (2,4), respectively. So the conditional probabilities 
Pr(X1=1), Pr(X2=1|X1=1) and Pr(X2=1|X1=0) are determined: 
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Figure III.1.25. Bayesian network with CPT (s) 

 

 
III.1.5.4. Evaluation 

 
The basic idea of MLE is to solve the equation formed by setting the first-order derivation of log-likelihood function equal 
0. I apply MLE into beta distribution so as to determine the equations for computing two parameters of beta distribution. 
Although beta distribution is more complex to estimate its parameters than other distributions like binominal distribution 
and normal distribution, I proof that these equations exist. Because it is too difficult to solve such equations, I propose 
the algorithm so as to find out their approximate solutions. This is iterative algorithm in which a number of parameters 
are surveyed and the parameter whose bias with respect to the actual solution is minimum is the approximate solution. It 
is impossible to find out the precise solution but it is easy and feasible to implement our algorithm as computer program. 

In comparison with dynamic Bayesian network (DBN) method, this MLE approach is simpler but it cannot monitor 
chronologically users‟ process of gaining knowledge and the convergence of DBN gives the best prediction on users‟ 
mastery over learning materials. MLE method is appropriate to static Bayesian network associated with available 
training data. This section ends up the comprehensive description of knowledge sub-model – the apex of Triangular 
Learner Model (TLM), which represents domain-specific user information. The next section describes learning style – 
another apex of TLM, which represents domain-independent information. 
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III.2. Learning style sub-model 
 
Adaptive learning systems are developed rapidly in recent years and the “heart” of such systems is user model. User 
model is the representation of information about an individual that is essential for an adaptive system to provide the 
adaptation effect, i.e., to behave differently for different users. There are some main features in user model such as 
knowledge, goals, learning styles, interests, background… but knowledge, learning styles and goals are features 
attracting researchers‟ attention in adaptive e-learning domain. Contrary to knowledge model described in previous 
section focusing on domain-specific information about users, learning styles represent domain-independent information. 
Learning styles were surveyed in psychological theories but it is slightly difficult to model them in the domain of 
computer science because learning styles are too unobvious to represent them and there is no solid inference 
mechanism for discovering users‟ learning styles now. Moreover, researchers in domain of computer science will get 
confused by so many psychological theories about learning style when choosing which theory is appropriate to adaptive 
system. 

In this section I give the overview of learning styles for answering the question “what are learning styles?” and then 
propose the new approach to model and discover students‟ learning styles by using hidden Markov model (HMM). In 
other words, learning style sub-model is structured by HMM. HMM is such a powerful statistical tool that it allows us to 
predict users‟ learning styles from observed evidences about them. 

In conclusion, learning style sub-model is one among three sub-models that constituting Triangular Learner Model 
(TLM). It and knowledge sub-model are managed by belief network engine (BNE). 
 
III.2.1.  What learning styles are 
 
People have different views upon the same situation, the way they perceive and estimate the world is different. So their 
responses to around environment are also different. For example, look at the way students prefers to study a lesson. 
Some have a preference for listening to instructional content (so-called auditory learner), some for perceiving materials 
as picture (visual learner), some for interacting physically with learning material (tactile kinesthetic learner), some for 
making connections to personal and to past learning experiences (internal kinesthetic learner). Such characteristics 
about user cognition are called learning styles but learning styles are wider than what we think about them.  

Learning styles are defined as the composite of characteristic cognitive, affective and psychological factors that serve as relatively 
stable indicators of how a learner perceives, interacts with and responds to the learning environment. Learning style is the important 

factor in adaptive learning, which is the navigator helping teacher/computer to deliver the best instructions to students. 
There are many researches and descriptions about learning style but only minorities of them are valuable and applied widely in 

adaptive learning. The descriptions of learning style (so-called learning style models) are categorized following criteria: 
- Their theoretical importance. 
- Their wide spread use. 
- Their influence on other learning style models. 
Learning style models are organized within the families such as 
- Constitutionally based learning styles and preferences (Dunn and Dunn). 
- The cognitive structure (Witkin, Riding). 
- Stable personality type (Myers-Briggs). 

- Flexibly learning preferences (Kolb, Honey-Mumford, Felder-Silverman, Pask and Vermunt model). 
In section III.2.2, we discuses about such learning style families. In general, learning styles are analyzed 

comprehensively in theory of psychology but there are few of researches on structuring learning styles by mathematical 
tools to predict/infer users‟ styles. Former researches often give users questionnaires and then analyze their answers in 
order to discover their styles but there are so many drawbacks of question-and-answer techniques, i.e., not questions 
enough, confusing questions, users‟ wrong answers… that such technique is not a possible solution. It is essential to 
use another technique that provides more powerful inference mechanism. So, I propose the new approach which uses 
hidden Markov model to discover and represent users‟ learning styles in section III.2.4, III.2.5. Section III.2.6 is the 
evaluation. We should pay attention to some issues of providing adaptation of learning materials to learning styles 
concerned in section III.2.3. 
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III.2.2. Learning style families 
 
III.2.2.1. Constitutionally based learning styles and preferences 
 
Learning styles in this family are fixed and difficult to change. This family has the famous model “Dunn and Dunn model” 
developed by authors Rita Dunn and Kenneth Dunn [Dunn, Dunn 2003]. With Dunn and Dunn model, learning style is 
divided into 5 major strands: 
- Environmental: incorporates user preferences for sound, light, temperature, etc 
- Emotional: considers user motivation, persistence, responsibility, etc. 
- Sociological: discovers user preference for learning alone, in pairs, as member of group. 
- Physiological: surveys perceptual strengths such as visual, auditory, kinesthetic, tactile, etc. 
- Psychological: focusing on user‟s psychological traits namely incorporates the information-processing elements of 
global versus analytic and impulsive versus reflective behaviors. 
The psychological strand classifies learning styles into modalities such as 
- Auditory: Preference to listen to instructional content. 
- Visual (Picture): Preference to perceive materials as pictures. 
- Visual (Text): Preference to perceive materials as text. 
- Tactile Kinesthetic: Preference to interact physically with learning material. 
- Internal Kinesthetic: Preference to make connections to personal and to past learning experiences. 
The physiological strand classifies learning styles into modalities such as 
- Impulsive: Preference to try out new material immediately. 
- Reflective: Preference to take time to think about a problem. 
- Global: Preference to get the „big picture‟ first, details second. 
- Analytical: Preference to process information sequentially: details first, working towards the „big picture‟. 
 
III.2.2.2. The cognitive structure 
 
In this family, learning styles are considered as structural properties of cognitive system itself. So styles are linked to 
particular personality features, which implicates that cognitive styles are deeply embedded in personality structure. 
There are two models in this family: Witkin model and Riding model. 
 
Witkin model 
 
The main aspect in Witkin model [Witkin et al., 1997] is the bipolar dimensions of field-dependence / field-independence (FD/FI) in 
which: 
- Field-dependence (FD) person process information globally and attend to the most salient cues regardless of their relevance. In 
general, they see the global picture, ignore details and approach the task more holistically. They often get confused with non-linear 
learning, so, they require guided navigation in hypermedia space. 

- Field-independency (FI) person are highly analytic, care more inherent cues in the field and are able to extract the relevant cues 
necessary to complete a task. In general, they focus on details and learn more sequentially. They can set learning path themselves 

and have no need of guidance. 
 
Riding model 
 
Riding model [Riding, Rayner 1998] identifies learning styles into two dimensions: Wholist-Analytic and Verbalizer-Imager. 
- Wholist-Analytic dimension expresses how an individual cognitively organize information either into whole or parts. Wholist tends 
to perceive globally before focusing on details. Otherwise, analytic tends to perceive everything as the collection of parts and focusing 
on such parts. 

- Verbalizer-Imager dimension expresses how an individual tends to perceive information, either as text or picture. 
Verbalizer prefers to text. Imager prefers to picture. 
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III.2.2.3. Stable personal type 
 
The models in this family have a common focus upon learning style as one part of the observable expression of a 
relatively stable personality type. We will glance over the famous model in this family: Myers-Briggs Type Indicator. 
 
Myers-Briggs Type Indicator  
 
This model involves four different pairs of opposite preferences for how person focus and interact with around 
environment: 
- How does a person relate to the world? 
a. Extravert: try things out, focus on the world around, like working in teams. 
b. Introvert: think things through, focus on the inner world of ideas, prefer to work alone. 
- How does a person absorb/process information? 
a. Sensor: concrete, realistic, practical, detail-oriented, focus on events and procedures. 
b. Intuitive: abstract, imaginative, concept-oriented, focus on meanings and possibilities. 
- How does a person make decisions? 
a. Thinker: skeptical, tend to make decisions based on logic and rules. 
b. Feeler: appreciative, tend to make decisions based on personal and human considerations. 
- How does a person manage her/his life? 
a. Judger: organized, set and follow agendas, make decisions quickly. 
b. Perceiver: disorganized, adapt to change environment, gather more information before making a decision. 
 
 
III.2.2.4. Flexible stable learning preference 
 
With models in this family, learning style is not a fixed trait but is a differential preference for learning, which changes 
slightly from situation to situation. There are three typical models in this family: Kolb's Learning Style Inventory, Honey 
and Mumford, Felder-Silverman 
 
 
Kolb Learning Style Inventory 
 
According to Kolb [Kolb, 1999], the author of this model: “learning is the process whereby knowledge is created through 
the transformation of experience. Knowledge results from the combination of grasping experience and transforming it”. 
The center of Kolb model is the four-stage cycle of learning which contains four stages in learning process: Concrete 
Experience (CE - feeling), Abstract Conceptualization (AC - thinking), Active Experimentation (AE - doing) and 
Reflective Observation (RO - watching). The four-stage cycle is concretized as below: 
1. Learner makes acquainted with the concrete situation, accumulates the experience (CE- feeling). 
2. Learner observes reflectively (RO - watching) himself. 
3. He conceptualizes what he watches (observations) into abstract concepts (AC - thinking). 
4. He experiments actively such concepts and gets the new experience (AE - doing). The cycle repeats again. 
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Based on four stages, there are four learning styles: accommodating, assimilating, diverging and converging. Each 
couple of these stages constitutes a style, for example, CE and AE combine together in order to generate 
accommodating style. 
- Accommodating (CE/AE): emphasizes concrete experience and active experimentation. Learners prefer to apply 
learning material in new situations so that they solve real problems. A typical question for this style is “What if?” 
- Assimilating (AC/RO): prefers abstract conceptualization and reflective observation. Learners respond to information 
presented in an organized, logical fashion and benefit if they have time for reflection. A typical question for this style is 
“What?” 
- Converging (AC/AE): relies primarily on abstract conceptualization and active experimentation. Learners respond to 
having opportunities to work actively on well-defined tasks and to learn by trial-and-error in an environment that allows 
them to fail safely. A typical question for this style is “How?” 
- Diverging (CE/RO): emphasizes concrete experience and reflective observation. Learners respond well to 
explanations of how course material relates to their experience, their interests, and their future careers. A typical 
question for this style is “Why?” 
 
Honey and Mumford model 
 
According to Peter Honey and Alan Mumford [Honey, Mumford 1992], the authors of this model, there are four learning 
styles: 
- Activist: learners are open-mined and comprehend new information by doing something with it. 
- Reflector: learners prefer to think about new information first before acting on it. 
- Theorist: learners think things through in logical steps, assimilate different facts into coherent theory. 
- Pragmatist: learners have practical mind, prefer to try and test techniques relevant to problems. 
 

 
 
Felder-Silverman model 
 
This model developed by Felder and Silverman [Felder, Silverman 1988] involves following dimensions: 
- Active/Reflective. Active students understand information only if they discussed it, applied it. Reflective students 
think thoroughly about things before doing any practice. 
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- Sensing/Intuitive. Sensing students learn from concrete tasks related to problems and facts that could be solved by 
well-behaved methods. They are keen on details. Intuitive students discover alternate possibilities and relationships by 
themselves, working with abstractions and formulas. 
- Verbal/Visual. Verbal students like learning materials in text form. Otherwise visual student prefer to images, 
pictures, videos, etc. 
- Sequential/ Global. Sequential students structure their learning process by logically chained steps, each step following from 
previous one. Global students prefer to learn in random jumps. They can solve complicated problem but don‟t know clearly how they 
did it. 
 
Pask model 
 
Pask model developed by Pask [Pask, 1976] states that there are two learning styles: 
- Wholist. Learners understand problems by building up a global view. 
- Serialist. Learners prefer to details of activities, facts and follow a step-by-step learning procedure. 

 
Vermunt model 
 
According to Vermunt [Vermunt, 1996], the author of this model, there are four learning styles: 
- Meaning-oriented. Learners prefer to get theory before go to examples (similar to assimilating style of Kolb model). 
- Application-directed. Learners prefer to know the purpose of information before get theory (similar to 
accommodating style of Kolb model). 
- Undirected: similar to FD style of Wikin model. 
- Reproduction-oriented: similar to FI style of Wikin model. 
 
 
III.2.3. Providing adaptation of learning materials to learning styles 
 
Learning styles are discovered and explored in psychological domain but how they are incorporated into adaptive 
systems? We must solve the problem of “matching” learning materials with users‟ learning styles. The teacher must 
recognize styles of students and then provide individually them teaching methods associated personal learning materials 
(lesson, exercise, test, etc). Such teaching method is called learning strategy or instructional strategy or adaptive 
strategy. Although there are many learning style models but they share some common features, such as the modality 
visual (text)/visual (picture) in Dunn and Dunn model is similar to verbalizer/imager dimension in Riding model and verbal-visual 

dimension in Felder-Silverman model. Strategies are supposed according to common features of model because it is too difficult to 
describe comprehensively all features of model. Features of all models (learning styles) can be categorized into two groups: 
perception and understanding which are enumerated together with adaptive strategies as below: 
 
Perception group: This group related learners‟ perception includes: 

- The visual(picture) / visual(text) modality in Dunn and Dunn model is similar to the verbalizer/imager dimension in Riding model 
and verbal-visual dimension in Felder-Silverman model. Instructional strategy is that the teacher should recommend textual materials 
to verbalizer and pictorial materials to imager 

- The sensing/intuitive dimension in Felder-Silverman model is identical to the sensor/intuitive dimension in Myer Briggs Type 
Indicator. Sensing learners are recommended examples before expositions, otherwise, expositions before examples for intuitive 
learners 

- The perceptive-judging dimension in Myer Briggs Type Indicator. Perceptive learners are provided rich media such 
as the integrative use of pictures, tables and diagram. Otherwise, judging learners are provided lean materials. 

- The impulsive/reflective modality in Dunn and Dunn model is similar to the activist/reflector dimension in Honey and 
Mumford model, the active/reflective dimension in Felder-Silverman model and the extravert/introvert of Myers-Briggs 
Type Indicator. Active (also impulsive, extravert) learners are provided activity-oriented approach: showing content of 
activity and links to example, theory and exercise. Reflective (also introvert) learners are provided example-oriented 
approach: showing content of example and links to theory, exercise and activity. 
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- The theorist/pragmatist dimension of Honey and Mumford model. Theorists are provided theory-oriented approach: 

showing content of theory and links to example, exercise and activity. Pragmatists are provided exercise-oriented 
approach: showing content of exercise and links to example, theory and activity. 

- The accommodating/assimilating dimension of Kolb model is similar to application-directed/ meaning-oriented 
dimension of Vermunt model. The adaptive strategy for accommodating style is to provide application-based information 
to learners; otherwise, theory-based information for assimilating style. 
 
Understanding group: This group related to the way learners comprehend knowledge includes: 

- The global/analytical modality in Dunn and Dunn model is similar to wholist-analytic dimension in Riding model, 
global/sequential dimension in Felder-Silverman model, wholist-serialist dimension in Pask model. Global (also, wholist) 
learners are provided breadth-first structure of learning material. Otherwise, analytical (also analytic, sequential, 
serialist) learners are recommended depth-first structure of learning materials. For the breadth-first structure, after a 
learner has already known all the topics at the same level, other descendant topics at lower level are recommended to 
her/him. For the depth-first structure, after a learner has already known a given topic T1 and all its children (topic) at 
lower level, the sibling topic of T1 (namely T2, at same level with T1) will be recommended to her/him. 

- The FD/FI dimension in Wikin model is correlated with undirected/reproduction-oriented dimension in Vermunt 
model. FD learners are provided breadth-first structure of materials, guided navigation, illustration of ideas with visual 
materials, advance organizer and system control. FI learners are provided depth-first structure of materials or 
navigational freedom, user control and individual environment. 

The adaptive strategy (for learning style) is the sequence of adaptive rules which define how adaptation to learning 
styles is performed. Learning style strategies is classified into three following forms: 

- Selection of information:  Information (learning materials) is presented in various types such as text, audio, video, graph, picture, 
etc. Depending on user‟s learning styles, an appropriate type will be chosen to provide to user. For example, verbalizers are 
recommended text and imagers are suggested pictures and graphs. This form supports adaptation techniques such as adaptive 
presentation, altering fragments, stretch text, etc. 

- Ordering information or providing different navigation paths: The order in which learning materials is suggested to users is tuned 
with learning styles. For active learners, learning materials are presented in the order: activity→example→theory→exercise. For 
reflective learner, this order is changed such as example→theory→exercise→activity. This form is corresponding to link adaptation 
techniques: direct guidance, link sorting, link hiding, link annotation. 

- Providing learners with navigation support tools: Different learning tools are supported to learners according to their learning 
styles. For example, in Witkin model, FD learners are provided tools such as concept map, graphic path indicator. Otherwise FI 
learners are provided with a control option showing a menu from which they can choose in any order because they have high self-
control. 

There are two type of strategy [Stash, Cristea, De Bra 2005]:  
- Instructional strategy is itself, which contains adaptive rules and is in three above forms. 
- Instructional meta-strategy is strategy which is used to observe user actions and infer their learning styles. Thus, meta-strategy is 

applied in order to define strategy. 
Our approach is an instructional meta-strategy, which applies Markov model to infer users‟ learning styles. Before discussing about 

main techniques, it is necessary to glance over hidden Markov model. 

 
III.2.4. Hidden Markov model 

 
There are many real-world phenomena (so-called states) that we would like to model in order to explain our observations. Often, 
given sequence of observations symbols, there is demand of discovering real states. For example, there are some states of weather: 
sunny, cloudy, rainy. Based on observations such as wind speed, atmospheric pressure, humidity, temperature…, it is possible to 
forecast the weather by using hidden Markov model (HMM). Before discussing about HMM, we should glance over the definition of 
Markov model (MM). First, MM is the statistical model which is used to model the stochastic process. MM is defined as below: 
- Given a finite set of state S={s1, s2,…, sn} whose cardinality is n. Let ∏ be the initial state distribution where πi ∏ 
represents the probability that the stochastic process begins in state si. In other words πi is the initial probability of state 

si, where  𝜋𝑖𝑠𝑖∈𝑆
= 1  
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The stochastic process which is modeled gets only one state from S at all times. The process is denoted as a finite 
vector P=(x1, x2,…, xu) whose element xi is a state ranging in space S. Note that xi   S is one of states in the finite set 
S, xi is identical to si. Moreover, the process must meet fully the Markov property, namely, given the current state xk of 
process P, the conditional probability of next state xk+1 is only relevant to current state xk, not relevant any past state 
(xk-1, xk-2, xk-3,…). In other words, Pr(xk | x0, x1,…, xk-1) = Pr(xk | xk-1). Such process is called first-order Markov process. 
- At each lock time, the process transitions to the next state based upon the transition probability distribution aij which 

depends only on the previous state. So aij is the probability that, the process change the current state si to next state sj. 

The probability of transitioning from any given state to some next state is 1, we have ∀𝑠𝑖 ∈ 𝑆,  𝑎𝑖𝑗𝑠𝑗∈𝑆
= 1. All transition 

probabilities aij (s) constitute the transition probability matrix A. 
Briefly, MM is the triple 〈 S, A, ∏ 〉. In typical MM, states are observed directly by users and transition probability matrix 

is the unique parameters. Otherwise, hidden Markov model (HMM) is similar to MM except that the underlying states 
become hidden from observer, they are hidden parameters. HMM adds more output parameters which are called 
observations. Each state (hidden parameter) has the conditional probability distribution upon such observations. HMM is 
responsible for discovering hidden parameters (states) from output parameters (observations), given the stochastic 
process. The HMM has further properties as below: 

- There is the second stochastic process which produces observations correlating hidden states. Suppose there is a 
finite set of possible observations Ө={θ1, θ2,…, θm} whose cardinality is m. 

- There is a probability distribution of producing a given observation in each state. Let bi(k) be the probability of 
observation θk when the second stochastic process is in state si. The sum of probabilities of all observations which 

observed in a certain state is 1, we have ∀𝑠𝑖 ∈ 𝑆,  𝑏𝑖 𝑘 𝜃𝑘∈Θ
= 1. All probabilities of observations bi(k) constitute the 

observation probability matrix B. 
Thus, HMM is the 5-tuple ∆ = 〈 S, Ө, A, B, ∏ 〉. Back to weather example, suppose you need to predict how whether is 

tomorrow: sun or cloud or rain since you know only observations about the humidity: dry, dryish, damp, soggy. The 
HMM is represented following: 

S = {sun, cloud, rain}, Ө = {dry, dryish, damp, soggy} 
 

 
 

Figure III.2.1. HMM of weather forecast (hidden states are shaded) 

 
Uncovering problem and Viterbi algorithm 
 
Given HMM ∆ and a sequence of observations O = {o1 → o2 →…→ ok} where oi  Ө, how to find the sequence of states 
U = {u1 → u2 →…→ uk} where ui  S so that U is most likely to have produced the observation sequence O. This is the  

 

 

 

 
  weather today 
  sun cloud rain 

weather yesterday 
sun 0.5 0.25 0.25 
cloud 0.4 0.2 0.4 
rain 0.1 0.7 0.2 

Transition probability matrix A 
 
 
 
 
 
  humidity 
  dry dryish damp soggy 

weather 
sun 0.6 0.2 0.15 0.05 
cloud 0.25 0.25 0.25 0.25 
rain 0.05 0.1 0.35 0.5 

Observation probability matrix B 

 

sun cloud rain 
0.5 0.5 0.5 
Uniform initial state distribution ∏ 

sun cloud rain 

dry dryish damp soggy 

Hidden states 

Observations 
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uncovering problem: which sequence of state transitions is most likely to have led to this sequence of observations. It 

means to maximize the selection of U: )]|[Pr(maxarg O
U

. We can apply brute-force strategy: “go through all possible 

such O and pick the one with the maximum” but this strategy is infeasible given a very large numbers of states. In this 
situation, Viterbi algorithm [Dugad and Desai, 1996] is the effective solution. Instead of describing details of Viterbi 
algorithm, I only use it to predict learner‟s styles given observations about her/him. 
 
III.2.5. Applying Hidden Markov model into building up learning style sub-model 
 
For modeling learning style (LS) using HMM we should determine states, observations and the relationship between 
states and observations in context of learning style. In other words, we must define five components S, Ө, A, B, ∏. Each 
learning style is now considered as a state. The essence of state transition in HMM is the change of user‟s learning 
style, thus, it is necessary to recognize the learning styles which are most suitable to user. After monitoring users‟ 
learning process, we collect observations about them and then discover their styles by using inference mechanism in 
HMM, namely Viterbi algorithm. Suppose we choose Honey-Mumford model and Felder-Silverman model as principal 
models which are presented by HMM. We have three dimensions: Verbal/Visual, Activist/ Reflector, Theorist/ Pragmatist 
which are modeled as three HMM(s): ∆1, ∆2, ∆3 respectively. For example, in ∆1, there are two states: Verbal and Visual; 
so S1={verbal, visual}. We have: 
- ∆1 = 〈 S1, Ө1, A1, B1, ∏ 1〉. 
- ∆2= 〈 S2, Ө2, A2, B2, ∏ 2〉. 
- ∆3 = 〈 S3, Ө3, A3, B3, ∏ 3〉. 
We are responsible for defining states (Si), initial state distributions (∏i), transition probability matrices (Ai), observations 
(Өi), observation probability matrices (Bi) through five steps 
1. Defining states: each state is corresponding to a leaning style. 
S1={verbal, visual}, 
S2={activist, reflector}, 
S3={theorist , pragmatist}. 
 
2. Defining initial state distributions: Uniform probability distribution is used for each ∏i. 
∏ 1 = {0.5, 0.5}; it means that Pr(verbal) = Pr(visual) = 0.5 
∏ 2 = {0.5, 0.5}; Pr(activist) = Pr(reflector) = 0.5 
∏ 3 = {0.5, 0.5}; Pr(theorist) = Pr(pragmatist) = 0.5 
 
3. Defining transition probability matrices: Suppose that learners tend to keep their styles; so the conditional 
probability of a current state on previous state is high if both current state and previous state have the same value and 
otherwise. For example, Pr(si=verbal | si-1=verbal) = 0.7 is obviously higher than Pr(si=verbal | si-1=verbal) = 0.3. 
 

Table III.2.1. Transition probability matrices: 

A1, A2, A3 

 verbal visual 

verbal 0.7 0.3 
visual 0.3 0.7 

 
 
 
 
 
 
 

 activist reflector 

activist 0.7 0.3 
reflector 0.3 0.7 

 theorist pragmatist 

theorist 0.7 0.3 
pragmatist 0.3 0.7 



 

Loc 152 

 

 

III.2. Learning style sub-model 

 

 

 
Loc 160 

 
 
4. Defining observations. There is a relationship between learning object learned by users and their learning styles. 
Three attributes are assigned to each learning object such as lecture, example, etc. 
 

 Format attribute indicating the format of learning object has three values: text, picture, video. 

 Type attribute telling the type of learning object has four values: theory, example, exercise, and puzzle. 

 Interactive attribute indicates the “interactive” level of learning object. The more interactive learning object is, the 
more learners interact together in their learning path. This attribute has three values corresponding to three levels: low, 
medium, high.  

Whenever a student selects a learning object (LO), it raises observations depending on the attributes of learning 
object. We must account for the values of the attributes selected. For example, if a student selects a LO which has 
format attribute being text, type attribute being theory, interactive attribute being low, there are considerable 
observations: text, theory, low (interaction). So, it is possible to infer that she/he is a theorist. 

The dimension Verbal/Visual is involved in format attribute. The dimensions Activist/ Reflector and Theorist/ 
Pragmatist relate to both type attribute and interactive attribute. So we have: 

 Ө1 = { text, picture, video } 

 Ө2 = { theory, example, exercise, puzzle, low (interaction), medium (interaction), high (interaction) } 

 Ө3 = { theory, example, exercise, puzzle, low (interaction), medium (interaction), high (interaction) } 
 
5. Defining observation probability matrices. Different observations (attributes of LO) effect on states (learning 

styles) in different degrees. Because the “weights” of observation vary according to states, there is a question: “How to 
specify weights?”. If we can specify these “weights”, it is easy to determine observation probability matrices. 

In the Honey-Mumford model and Felder-Silverman model, verbal students prefer to text material and visual students 
prefer to pictorial materials. The weights of observations: text, picture, video on state Verbal are in descending order. 
Otherwise, the weights of observations: text, picture, video on state Visual are in ascending order. Such weights 
themselves are observation probabilities. We can define these weights as below: 

 Pr(text | verbal) = 0.6, Pr(picture | verbal) = 0.3, Pr(video | verbal) = 0.1 

 Pr(text | visual) = 0.2, Pr(picture | visual) = 0.4, Pr(video | visual) = 0.4  
 
There are some differences in specifying observation probabilities of dimensions Activist/Reflector and Theorist/ 

Pragmatist. As discussed, active learners are provided activity-oriented approach: showing content of activity (such as 
puzzle, game…) and links to example, theory and exercise. Reflective learners are provided example-oriented 
approach: showing content of example and links to theory, exercise and activity (such as puzzle, game…). The weights 
of observations: puzzle, example, theory, exercise on state Activist are in descending order. The weights of 
observations: example, theory, exercise, puzzle on state Reflector are in descending order. However, activists tend to 
learn high interaction materials and reflectors prefer to low interaction materials. So the weight of observations: low 
(interaction), medium (interaction), high (interaction) on state Activist get values: 0, 0, 1, respectively. Otherwise, the 
weight of observations: low (interaction), medium (interaction), high (interaction) on state Reflector get values: 1, 0, 0, 
respectively. We have: 

 Pr(puzzle | activist) = 0.4, Pr(example | activist) = 0.3, Pr(theory | activist) = 0.2, Pr(exercise | activist) = 0.1 
Pr(low | activist) = 0, Pr(medium | activist) = 0, Pr(high | activist) = 1. 

 Pr(example | reflector) = 0.4, Pr(theory | reflector) = 0.3, Pr(exercise | reflector) = 0.2, Pr(puzzle | reflector) = 0.1 
Pr(low | reflector)=1, Pr(medium | reflector) = 0, Pr(high | reflector)= 0. 
 
Because the sum of conditional probabilities of observations on each state equals 1, we should normalize above 

probabilities. 

 Pr(puzzle | activist) = 0.4*4/7 = 0.22, Pr(example | activist) = 0.3*4/7 = 0.17, Pr(theory | activist) = 0.2*4/7 = 0.11, 
Pr(exercise | activist) = 0.1*4/7 = 0.05 

Pr(low | activist) = 0*3/7 = 0, Pr(medium | activist) = 0*3/7 = 0, Pr(high | activist) = 1*3/7 = 0.42 
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 Pr(example | reflector) = 0.4*4/7 = 0.22, Pr(theory | reflector) = 0.3*4/7 = 0.17, Pr(exercise | reflector) = 0.2*4/7 = 
0.11, Pr(puzzle | reflector) = 0.1*4/7 = 0.05 

Pr(low | reflector) = 1*3/7 = 0.42, Pr(medium | reflector) = 0*3/7 = 0, Pr(high | reflector) = 0*3/7 = 0. 
 
According to Honey and Mumford model, theorists are provided theory-oriented approach: showing content of theory 

and links to example, exercise and puzzle; pragmatists are provided exercise-oriented approach: showing content of 
exercise and links to example, theory and puzzle. Thus, the conditional probabilities of observations: example, theory, 
exercise, puzzle, low (interaction), medium (interaction), high (interaction) on states: theorists, pragmatists are specified 
by the same technique discussed above. 
 

Table III.2.2. Observation probability matrices: B1, B2, B3 
 

 text picture video 

verbal 0.6 0.3 0.1 
visual 0.2 0.4 0.4 

 
 theory example exercise puzzle low medium high 

activist 0.11 0.17 0.05 0.22 0 0 0.42 
reflector 0.17 0.22 0.11 0.05 0.42 0 0 

 
 theory example exercise puzzle low medium high 

pragmatist 0.11 0.17 0.22 0.05 0.04 0.08 0.3 
theorist 0.22 0.17 0.11 0.05 0.3 0.08 0.04 

 
Now three HMM (s): ∆1, ∆2, ∆3 corresponding to three dimensions of learning styles: Verbal/Visual, Activist/Reflector, 
Pragmatist/Theorist are represented respectively in figure III.2.2. 
 

 
 

 
 

 
 

Figure III.2.2. HMM (s) of learning styles (hidden 
states are shaded) 



 

Loc 152 

 

 

III.2. Learning style sub-model 

 

 

 
Loc 162 

 
 
An example for inferring student’s learning styles 
Suppose the learning objects that a student selects in session 1, 2 and 3 are LO1, LO2 and LO3 respectively. 
 

Table III.2.3. Learning objects selected 
 

 Format Type Interactive 

LO1 picture theory not assigned 
LO2 text example not assigned 
LO3 text not assigned low 

 
It is easy to recognize the sequence of user observations from the attributes format, type, interactive 
 

Table III.2.4. Sequence of student observations 
 

HMM – Dimension Sequence of observations 

∆1: Dimension Verbal/Visual picture → text → text 
∆2: Dimension Activist/Reflector theory → example → low 
∆3: Dimension Pragmatist/Theorist theory → example → low 

 
Using Viterbi algorithm for each HMM, it is possible to find corresponding sequence of state transitions that is most 
suitable to have produced such sequence of observations. 
 

Table III.2.5. Sequence of state transitions 
 

HMM - Dimension Sequence of observations Sequence of state transitions Student style 

∆1 picture → text → text visual → verbal verbal 
∆2 theory → example → low reflector → reflector → reflector reflector 
∆3 theory → example → low theorist → theorist  → theorist theorist 

 
It is easy to deduce that this student is a verbal, reflective and theoretical person. Since then, adaptive learning systems 
will provide appropriate instructional strategies to her/him 
 
 
III.2.6. Evaluation 

 
HMM and Viterbi algorithm provide the way to model and predict users‟ learning styles. I propose five steps to realize 
and apply HMM into two learning style models: Honey-Mumford and Felder-Silverman, in which styles are considered 
states and user‟s selected learning objects are tracked as observations. The sequence of observations becomes the 
input of Viterbi algorithm for inferring the real style of learner. It is possible to extend our approach into other learning 
style models such as Witkin, Riding,  Kolb… and there is no need to alter main techniques except that we should specify 
new states correlating with new learning styles and add more attributes to learning objects. 

This section ends up the comprehensive description of both knowledge sub-model and learning sub-model, two of 
three components constituting Triangular Learner Model (TLM). At this time, we have known thoroughly both specific-
domain and independent-domain information such as user knowledge and personal traits available in knowledge sub-
model and learning style sub-model. Such information is fine information analyzed or extracted from more essential 
information that is manipulated by the third sub-model so-called learning history sub-model which is described in next 
section. 
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III.3. Learning history sub-model 
 
Learning history sub-model is the basic sub-model among three sub-models constituting the Triangular Learner Model 
(TLM). Learning history is defined as a transcript of all learners‟ actions such as learning materials access, duration of 
computer use, doing exercise, taking an examination, doing test, communicating with teachers or classmates, etc. This 
sub-model has four main functions: 

1. Providing necessary information for two remaining sub-models: learning style sub-model and knowledge sub-
model described in previous sections so that they perform inference tasks. For example, knowledge sub-model needs 
learning evidences like learner‟s results of test, frequency of accessing lectures… so as to assess learner‟s mastery of 
concrete knowledge item or concept. 

2. Supporting learning concept recommendation. 
3. Mining learners‟ educational data in order to discover other learners’ characteristics such as interests, background, 

goals, etc. 
4. Supporting collaborative learning through constructing learner groups. 
 
This model is managed by mining engine (ME) which almost always uses mining techniques. ME is very important for 

collecting learners‟ data, monitoring their actions, structuring and updating TLM. The first responsibility is discussed in 
previous chapters about knowledge sub-model and learning style sub-model. So I have just described in this chapter the 
approaches that learning history sub-model applies to perform recommendation tasks and discover another learners‟ 
characteristic, namely user interests. This sub-model is an open model that allows developer/programmer to plug other 
functions into it. For example, a programmer can develop a new component that discovers learner‟s goals by using 
mining techniques and attach such component to learning history model. So this model is very necessary for extending 
Triangular Learner Model (see figure II.7). 

This section includes three following sub-sections such as learning concept recommendation, discovering user 
interests and constructing user groups that correspond to functions 2, 3, 4 of this sub-model. 
 
 
III.3.1. Learning path and learning concept recommendation based on mining learning history 
 
Sequential pattern mining is new trend in data mining domain with many useful applications, especially commercial 
application but it also results surprised effect in adaptive learning. Suppose there is an adaptive e-learning website, a 
student accesses learning material / does exercises relating domain concepts in sessions. Her/his learning sequences 
which are lists of concepts accessed after total study sessions construct the learning sequence database S. S is mined 
to find the sequences which are expected to be learned frequently or preferred by student. Such sequences called 
sequential patterns are use to recommend appropriate concepts / learning objects to students in his next visits. It results 
in enhancing the quality of adaptive learning system. This process is sequential pattern mining. In this section, I also 
suppose an approach to break sequential pattern s=〈c1, c2,…, cm〉 into association rules including left-hand and right-
hand in form ci→cj. Left-hand is considered as source concept, right-hand is treated as recommended concept available 
to students. 

 
Recommendation methods are categorized into three different trends: 
- Rule-based filtering system is based on manually or automatically generated decision rules that are used to 

recommend items to users. 
- Content-based filtering system recommends items that are considered appropriate to user information in his 

profile. 
- Collaborative filtering system is considered as social filtering when it matches the rating of a current user for 

items with those of similar users in order to produce recommendations for new items. 
Sequential pattern mining belongs to collaborative filtering family. User does not rate explicitly items but his series of 

chosen items are recorded as sequences to construct the sequence database which mined to find frequently repeated  
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patterns he can choose in future. In learning context, items can be domain concepts / learning objects which students 
access or learn. First, we should glance over basic concepts and what is sequential pattern mining along with its 
application, especially in adaptive learning. 

Suppose I = {i1, i2, i3,…, in} is a set of all items. An item set is a subset of I, denoted xi=(iu,…, iv), if xi has only one item 
ik, it can be denoted xi=ik, omitting the brackets. An sequence is an ordered list of item sets, denoted s=〈x1, x2,…, xm〉,  
where xi is an item set, xi is also called an element in sequence s. An item has only been once in an element of 
sequence but can occur multiple times in different elements in sequences. The number of instances of items occurring in 
sequence is the length of sequence. Sequence with length l is called l-sequence. 

Sequence s1=〈x1, x2,…, xm〉 is called sub-sequence of s2=〈y1, y2,…, ym〉 denoted s1 s2 or s1 s2 if there is the ordered 

series of indexes k1, k2,…, kn so that 1≤ k1 ≤ k2 ≤ …. ≤ kn ≤ m and x1
1k

y , x2
2k

y ,…, xn
nk

y . Assertion “s1 is sub-

sequence of s2” is equivalent to “s2 is super-sequence of s1” For example, suppose that: 
- A set of all items I={i1, i2, i3, i4} 
- Six itemsets x1=i1, x2=(i1,i3), x3=(i1,i2,i3), x4=(i1,i2,i3,i4), x5=i3, x6=(i1,i2) 
- Three sequences s1, s2 denoted as s1=〈x1,x4〉, s2=〈x1,x2,x3〉 , s3=〈x5,x6〉 but s1, s2 are often shown in detailed 

forms: s1=〈i1(i1,i2,i3,i4)〉, s2=〈i1(i1,i3)(i1,i2,i3)〉, s3=〈i3(i1,i2)〉 
We have: 
- s1, s2, s3 are 5-length, 6-length, 3-length sequences, respectively. Note, item i1 occurs 2 times in sequence s1, 

so it contributes 2 to length of s1 
- s3 is sub-sequence of s2 due to x5 x2 and x6 x3, s1 is not sub-sequence of s2 because x1 x2 but x4 is not 

subset of any subset in s2. 
Suppose the sequential database S has a set of records 〈sid, s〉 where sid is an identifier of sequence s. A record 〈sid, 

s〉 is said to contain sequence α if α s. The support of sequence α is the fraction of total records containing α, denoted 

support(α)=|{ 〈sid, s〉 | α s}|. Similar to association rules, given the number min_sup as support threshold, if the support 

of α is greater than or equals min_sup, namely support(α)≥ min_sup then α is called frequent or large sequence. A 
sequence is maximal if it has no super-sequence. The maximal frequent sequence is called sequential pattern, it 
means that all super-sequences of sequential pattern are infrequent. In case that property “maximal” is not paid 
attention, frequent sequence is considered as sequential pattern. If s is infrequent sequence but all its sub-sequences 
are frequent, s is called minimal infrequent sequence. 

Totally, given a sequence database S and the threshold min_sup, sequential pattern mining is to find all complete set 
of sequential patterns in S. 
 

Issue of learning concepts / objects recommendation 
 

Suppose there are compulsory concepts (subjects) in Java course: data type, package, class and OOP, selection 
structure, virtual machine, loop structure, control structure, and interface which in turn denoted as d, p, o, s, v, l, c, f. At 
our e-learning website, students access learning material relating such domain concepts in sessions, each session 
contains only one item set and is ordered by time. The student‟s learning sequence is constituted of item sets accessed 
in all his sessions. 

Table III.3.1. learning sessions → learning sequences 
 

Student Session Concept accessed  ID Learning sequences Length 

1 Aug 5 10:20:01 o  
1 〈of〉 2 

1 Aug 5 10:26:12 f  
2 Aug 6 08:20:01 d, p  

2 〈(dp)o(slc)〉 6 2 Aug 6 14:15:01 o  

2 Aug 6 15:00:00 s, l, c  
3 Aug 7 12:30:00 o, v, c  3 〈(ovc)〉 3 

4 Aug 8 07:14:20 o  
4 

〈o(sc)f〉
 

 
4 4 Aug 8 07:40:25 s, c  

4 Aug 8 10:17:20 f  
5 Aug 8 10:26:15 f  5 〈f〉 1 
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Students accessed learning material in their past sessions, how system recommends appropriate domain concepts to 
student for next visits. It issues the application of mining sequential patterns. In e-learning context, (learning) sequential 
pattern is a sequence of concepts / learning materials that students prefer to study or access regularly. Our solution 
includes two steps as following: 
1. Applying techniques of mining user learning data to find learning sequential patterns. 
2. Breaking such patterns into concepts / learning materials which are recommended to users. 
We browse some methods to mine learning sequence patterns in III.3.1.1. The approach to break patterns into concepts 
is proposed in III.3.1.2. Section III.3.1.3 is the evaluation. 
 
 
III.3.1.1. Approaches of learning sequential pattern mining 
 
There are two main approaches of sequential pattern mining: 
- Candidate generation-and-test approach based on algorithm Apriori is also classified into two categories: 
horizontal and vertical data format methods. This approach is essentially an extension of associate rule discovering 
algorithm Apriori satisfying the statement “every non-empty sub-sequence of a frequent sequence is a frequent 
sequence” (and vice versa) considered as downward closure property. This approach has two trends: horizontal and 
vertical data format based sequential pattern with respect to three algorithms: AprioriAll [Agrawal and Srikant, 1995], 
GSP [Srikant and Agrawal, 1996] and SPADE [Zaki, 2000]. 
 
- Pattern-growth approach based on pattern-growth mining of frequent patterns in transaction database. Huge 
candidate sets generated in AprioriAll, GSP, SPADE are caused by the large number of elements in seed set. Mining 
separately frequent sequences with disjointed database for the purpose of reduce the number of elements is idea of 
FreeSpan  algorithm. FreeSpan [Han et al., 2000] is more efficient than Apriori-like algorithms since it projects 
recursively a large database into smaller databases according to current frequent sequences. Generation of longer 
sequences is done on such small databases leading to a smaller set of candidate. However, FreeSpan can create 
redundant projected databases, which affects performance. 
 
 
III.3.1.2. A proposal of breaking learning sequential pattern 

 
Suppose we discovered the sequential pattern 〈osc(sc)〉 which means: 

“class and OOP””selection structure””control structure””selection structure, control structure” 
and some other patterns as results in algorithm AprioriAll. We accept that these patterns like the learning “routes” that 
student preferred or learned often in past but in the next time if a student chooses the concept “control structure”, the 
adaptive learning system should recommend which next concepts in above patterns? So the patterns should be broken 
into association rules with their confidence. For example, breaking above pattern 〈osc(sc)〉 follows steps: 
1. Breaking entire 〈osc(sc)〉 into litemsets such as o, s, c, (sc) and determining all possible large 2-sequences 
which are 2-arrangment of all litemsets following the criterion: order of 2-sequences must comply with the order of 
sequential pattern. There are six large 2-sequences: 〈os〉, 〈oc〉, 〈o(sc)〉, 〈sc〉, 〈s(sc)〉, 〈c(sc)〉. Thus, we have six rules 
derived from these large 2-sequences in form: “left-hand litemset → right-hand litemset”, for example, rule “s→c” derived 
from 2-sequence 〈sc〉. 
2. Computing the confidences of such rules and sorting them according to these measures. The confidence of a 
rule is the ratio of the support of 2-sequences and the support of left-hand litemset, confidence(x → y) = support(〈xy〉) / 
support((x)). The rules whose confidence is less than threshold min_conf  is removed in order to ensure that remains are 
strong rules. We called these rules as sequential rules and these confidences as sequential confidences. 
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Table III.3.2. Sequential rules 

 

Sequential rules Sequential confidences 

o→s 40% 
o→c 40% 
o→sc 40% 
s→c 0% 
s→sc 0% 
c→sc 0% 

 
Now, if student choose the concept (itemset) x, system will find whole rules broken from all sequential patterns and the  
left-hand litemset of each rule must contain x. Then, these rules are sorted by their confidences in descending order. 
Final outcome is an ordered list of right-hand litemsets (concepts) of rules, which are recommended to students. The top 
concept (litemset) in such list is referred as the most necessary concept. For example, as results in table 8, if users 
choose concept “class & OOP”, we recommend them other concepts as below: 
 

Concepts Rates 

“selection structure” 40% 
“control structure” 40% 

 
This methodology is similar to mining association rules but it achieves high performance and precise prediction since it 
derived from result of sequential pattern mining process. The sequential rules stick close on user‟s learning “route” 
because they are mined in accordance with sequential pattern and pay attention to the sequence order. 
 
 
III.3.1.3. Evaluation 

 
Although sequential pattern mining is applied in e-commercial for customer purchase but the extracted patterns can be 
used to predict user‟s learning “route”, which is fundamental of learning object recommendation. There are two 
sequential pattern mining approaches: candidate generation-and-test, pattern-growth. The first which is essentially a 
refinement of the Apriori-like is easy to implement but causes a problem of large candidate set and so, leads to 
performance downfall and requirement of both complex computation and huge storage. Especially, in e-learning 
environment, there are thousands of students; speed and performance are very important factors. The second which is 
a divide-and-conquer solution intends to reduce the number of candidate sequences. So, it is more efficient. 

Last, I propose the technique to break sequential patterns into rules containing recommendable concepts / learning 
materials. The ideology of this approach is derived from association rule mining but it is more efficient than association 
rules. 

Learning concept recommendation is useful extended function of Zebra, which is supported by mining engine (ME) 
and learning history sub-model. Another extended function discovering user interests is described in next section, which 
is also supported by ME and learning history sub-model. 
 
 
III.3.2. Discovering user interests by document classification 
 
User interest is one of personal traits attracting researchers‟ attention in user modeling and user profiling. User interest 
competes with user knowledge to become the most important characteristics in user model. Adaptive systems need to 
know user interests so that provide adaptation to user. For example, adaptive learning systems tailor learning materials 
(lesson, example, exercise, test…) to user interests. I propose a new approach for discovering user interest based on 
document classification. The basic idea is to consider user interests as classes of documents. The process of classifying 
documents is also the process of discovering user interests. There are two new points of view: 
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- The series of user access in his/her history are modeled as documents. So user is referred indirectly to as 
“document”. 
- User interests are classes such documents are belong to. 
Our approach includes four following steps: 
1. Documents in training corpus are represented according to vector model. Each element of vector is product of term 
frequency and inverse document frequency. However, the inverse document frequency can be removed from each 
element for convenience. 
2. Classifying training corpus by applying decision tree or support vector machine or neural network. Classification 
rules (weight vectors W

*
) are drawn from decision tree (support vector machine). They are used as classifiers. 

3. Mining user‟s access history to find maximum frequent itemsets. Each itemset is considered an interesting 
document and its member items are considered as terms. Such interesting documents are modeled as vectors. 
4. Applying classifiers (see step 2) into these interesting documents (see step 3) order to choose which classes are 
most suitable to these interesting documents. Such classes are user interests. 
This approach bases on document classification but it also relates to information retrieval in the manner of representing 
documents. Hence section III.3.2.1 discusses about vector model for representing documents. Support vector machine, 
decision tree and neural network on document classification are mentioned in section III.3.2.2, III.3.2.3, III.3.2.4. Main 
technique to discover user interest is described in section III.3.2.5. Section III.3.2.6 is the evaluation 
 
III.3.2.1. Vector model for representing documents 

 
Suppose our corpus D is the composition of documents Di   D = {D1, D2,…, Dm}. Every document Di contains a set of 
key words so-called terms. The number of times a term occurs in a document is called term frequency. Given the 
document Di and term tj, the term frequency tfij measuring the importance of term tj within document Di is defined as 
below: 




k ik

ij

ij
n

n
tf  

Where nij is the number of occurrences of term tj in document Di, and the denominator is the sum of number of 
occurrences of all terms in document Di. 
 
Suppose we need to search documents which are most relevant to the query having term tj. The simple way is to 
choose documents which have highest term frequency tfij. However in situation that tj is not a good term to distinguish 
between relevant and non-relevant documents, other terms occurring rarely are better ones to distinguish between 
relevant and non-relevant documents. This will tend to incorrectly emphasize documents containing term tj more, without 
giving enough weight to other meaningful terms. So the inverse document frequency is a measure of general importance 
of the term. It is used to decrease the weight of terms occurring frequently and increase the weight of terms occurring 
rarely. The inverse document frequency of term tj is the ratio of the size of corpus to the number of documents that tj 
occurs. 
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Where |corpus| is the total number of documents in corpus and |{D: tj D}| is the number of documents containing term 
tj. The log function is used to normalize idfj so that it is less than or equals 1. 
 
The weight of term tj in document Di is defined as product of tfij and idfi 
wij = tfij * idfi 
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This weight measure the importance of a term in a document over the corpus. It increases proportionally to the number 
of times a term occurs in the document but is offset by the frequency of this term in the corpus. In general this weight 
balances the importance of two measures: term frequency and inverse document frequency.  
Suppose there are n terms {ti, t2,…, tn}, each document Di is modeled as the vector which is composed of weights of 
such terms. 
Di = (wi1, wi2, wi3,…, win) 
Hence the corpus becomes a matrix m x n, which have m rows and n columns with respect to m document and n terms. 
Di is called document vector. 
The essence of document classification is to use supervised learning algorithms in order to classify corpus into groups of 
documents; each group is labeled. In this section I apply three methods namely support vector machine, decision tree 
and neural network for document classification. There methods are described in successive sections. 
 
 
III.3.2.2. Document classification based on support vector machine 
 
Support vector machine 
 
Support vector machine (SVM) [Cristianini, Shawe-Taylor, 2000] is a supervised learning algorithm for classification and 
regression. Given a set of n-dimensional vectors in vector space, SVM finds the separating hyper-plane that splits vector  
space into sub-set of vectors; each separated sub-set (so-called data set) is assigned one class. There is the constraint 
for this separating hyper-plane: “it must maximize the margin between two sub-sets”. 
 

 
 

Figure III.3.1. Separating hyper-planes 

 
Suppose we have some n-dimensional vectors; each of them belongs to one of two classes. We can find many n-1 
dimensional hyper-planes that classify such vectors but there is only one hyper-plane that maximizes the margin 
between two classes. In other words, the nearest between a point in one side of this hyper-plane and other side of this 
hyper-plane is maximized. Such hyper-plane is called maximum-margin hyper-plane and it is considered as maximum-
margin classifier. 
Let {X1, X2,…, Xn} be the training set of vectors and let yi = {1, -1} be the class label of vector Xi. It is necessary to 
determine the maximum-margin hyper-plane that separates vectors belonging to yi=1 from vectors belonging to yi = -1. 
This hyper-plane is written as the set of points satisfying: 

W
T
  Xi   +  b = 0    (Formula III.3.1) 

 
Where denotes the scalar product and W is a weight vector perpendicular to hyper-plane and b is the bias. W is also 

called perpendicular vector or normal vector. It is used to specify hyper-plane. 

The value 
|| W

b
  is the offset of the hyper-plane from the origin along the weight vector W. 
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To calculate the margin, two parallel hyper-planes are constructed, one on each side of the maximum-margin hyper-
plane. Such two parallel hyper-planes are represented by two following equations: 

W
T
  Xi   +  b = 1 

W
T
  Xi   +  b = -1 

 
To prevent vectors falling into the margin, all vectors belonging to two class yi=1, yi=-1 have two following constraints 
respectively: 

W
T
  Xi   +  b   1     (for Xi of class yi=1) 

W
T
  Xi   +  b   -1     (for Xi of class yi=-1) 

 
These constraints can be re-written as: 

Yi (W
T
  Xi   +  b)   1    (Formula III.3.2) 

For any new vector X, the rule for classifying it is computed as below: 

f(Xi) = sign(W
T
  Xi   +  b) }1,1{      (Formula III.3.3) 

 

 
 

Figure III.3.2. Maximum-margin hyper-plane 

 
Lagrange dual method [Cristianini and Shawe-Taylor, 2000] is used to find out optimal weight vector W

*
 of separating 

hyper-plane. The bias b is computed as below: 

i

T

i XWyb  **
   (Formula III.3.4) 

The rule for classification in (3) becomes: 

f(Xi) = R = sign(W
*T

  Xi   +  b*)    (Formula III.3.5) 

 

 
Figure III.3.3. Classification function 
It means that whenever we need to determine which class a new vector Xi belongs to, it is only to substitute Xi into W

*T
 

 Xi   +  b
*
 and check the value of this expression. If the value is less than or equals -1 ( 1 ) then Xi belongs to class 

yi = -1. Otherwise, if the value is greater than or equals 1 ( 1 ) then Xi belongs to class yi = 1. Hence the function (W
*T

 

 Xi   +  b
*
) is called classification function or classification rule. 

The Lagrange multipliers are non-zero when W
T
  Xi + b equals 1 or -1, vectors Xi in this case are considered support 

vectors which are closest to the maximum-margin hyper-plane. These vectors lie on parallel hyper-planes. So this 
approach is called support vector machine. 

X f y{-1, 1} 
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Figure III.3.4. Support vectors 

 
Applying support vector machine into document classification 
 
Give corpus D = {D1, D2, D3,…, Dm} in which every document Di is modeled by a tf-idf weight vector. Suppose there are 
n terms {t1, t2,…, tn}, we have: 
Di = (di1, di2,…, din) 
where dij is product of term frequency and inverse document frequency dij = tfij*idfj 
If the index of document is ignored, document D is represented as below: 
D = (d1, d2,…, dn) 
 
Given k classes {l1, l2,…, lk}, there is demand of classifying documents into such classes. The technique of classification 
based on SVM is two-class classification in which the classes are +1, -1 for yi=+1, -1 respectively. So we need to 
determine unique hyper-plane referred to as two-class classifier. It is possible to extend two-class classification to k-
class classification by constructing k two-class classifier. In means that we must specify k couple of optimal weight 
vector Wi

*
 and bias bi

*
. Each couple (Wi

*
, bi

*
) being a two-class classifier is the representation of class li. The process of 

finding (Wi
*
, bi

*
) in training corpus D is described in the section of support vector machine. 

 
Table III.3.3. k couple (Wi

*
, bi

*
) corresponds with k class {l1, l2,…, lk} 

 

Class Weight vector Bias Classification rule 

l1 W1
* 

b1
* 

R1= W1
*T

  X   +  b1* 

l2 W2
*
 b2

*
 R2= W2

*T
  X   +  b2* 

… … … … 

lk Wk
*
 bk

*
 Rk= Wk

*T
  X   +  bk* 

 
For example, classifying document D= (d1, d2,…, dn) is described as below: 

1. For each classification rule Ri = Wi
*T

  X   +  bi
*
, substituting each D into such rule. It means that vector X in such rule is 

replaced by document D. 

Expressioni = Wi
*T

  D   +  bi
*
 

2. Suppose there is a sub-set of rules {Rh+1, Rh+2,…, Rh+r} that the value of expression Expressioni = Wi
*T

  D   +  bi
*
  is greater 

than or equals 1. We can conclude that document D is belongs to r classes {lh+1, lh+2,…, lh+r} where {lh+1, lh+2,…, lh+r} {l1, l2,…, lk} 

 
Table III.3.4. Classifying document D 

 

Classification Expression Value 

W1
*T

  D   +  b1
*
 1   : D l1 

1 : D l1 

W2
*T

  D   +  b2
*
 1   : D l2 

1 : D l2 

… … 

Wk
*T

  D   +  bk
*
 1   : D lk 

1 : D lk 



 

Loc 163 

 

 

III.3. Learning history sub-model 

 

 

 
Loc 171 

 
 
III.3.2.3. Document classification based on decision tree 
 
Given a set of classes C = {computer science, math}, a set of terms T = {computer, programming language, algorithm, 
derivative} and the corpus D = {doc1.txt, doc2.txt, doc3.txt, doc4.txt, doc5.txt}. The training data is shown in following 
table in which cell (i, j) indicates the number of times that term j (column j) occurs in document i (row i). 

 
Table III.3.5. Term frequencies of documents 

 

 computer Programming language algorithm derivative class 

doc1.txt 5 3 1 1 computer 
doc2.txt 5 5 40 5 math 
doc3.txt 20 5 20 55 math 
doc4.txt 20 55 5 20 computer 
doc5.txt 15 15 4 0.3 math 
doc6.txt 35 10 45 10 computer 

 
Table III.3.6. Normalized term frequencies 

 

 computer Programming language algorithm derivative class 

doc1.txt 0.5 0.3 0.1 0.1 computer 
doc2.txt 0.05 0.05 0.4 0.5 math 
doc3.txt 0.2 0.05 0.2 0.55 math 
doc4.txt 0.2 0.55 0.05 0.2 computer 
doc5.txt 0.15 0.15 0.4 0.3 math 
doc6.txt 0.35 0.1 0.45 0.1 computer 

 
Because the expense of real number computation is so high, all term frequencies are changed from real number into 
nominal value: 

1. frequency0 < 0.2: low 

2. frequency2.0 < 0.5: medium 

3. frequency5.0 : high  

 
Table III.3.7. Nominal term frequencies 

 

 computer Programming language algorithm derivative class 

doc1.txt high medium low low computer 
doc2.txt low low medium high math 
doc3.txt medium low medium high math 
doc4.txt medium high low medium computer 
doc5.txt low low medium medium math 
doc6.txt medium low medium low computer 

 
The basic idea of generating decision tree [Mitchell 1997] is to split the tree into two sub-trees at the most informative 
node. Such node is chosen by computing its entropy or information gain. Following figure shows the decision tree 
generated from our training data. 
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Figure III.3.5. Decision tree 

 
We can extract classification rules from this decision tree: 
 

Table III.3.8. Classification rules deriving from decision tree induction 
 

Rule 1 If frequency of term “derivative” is low then document belongs to class computer science 

Rule 2 
If frequency of term “derivative” is medium and frequency of term “computer” is medium 
or high then document belongs to class computer science 

Rule 3 
If frequency of term “derivative” is medium and frequency of term “computer” is low then 
document belongs to class math. 

Rule 4 If frequency of term “derivative” is high then document belongs to class math 

 
Suppose the numbers of times that terms computer, programming language, algorithm and derivative occur in document 
D are 5, 1, 1, and 3, respectively. We need to determine which class document D is belongs to. D is normalized as term 
frequency vector. 
D = (0.5, 0.1, 0.1, 0.3) 
 
Changing real number into nominal value, we have: 
D = (high, low, low, medium) 
According to rule 2 in above table, D is computer science document because in document vector D, frequency of term 
“derivative” is medium and frequency of term “computer” is high. 
 
 
III.3.2.4. Document classification based on neural network 
 
Artificial neural network 
 
Artificial neural network (ANN) [Rojas 1996] is the mathematical model based on biological neural network. It consists of 
a set of processing units which communicate together by sending signals to each other over a large number of weighted 
connections. Such processing units are also called neurons or cells or variables. Each unit is responsible for receiving 
input from neighbors or external sources and using this input to compute an output signal which is propagated to other 
units. However each unit also adjusts the weights of connections. There are three types of units: 
- Input units receive data from outside the network. These units structure the input layer. 
- Hidden units own input and output signals that remain within the neural network. These units structure the 
hidden layer. There can be one or more hidden layers. 
- Output units send data out of the network. These units structure the output layer. 
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Figure III.3.6. Neural network 
 
Applying neural network into document classification 
 
Given a set of classes C = {computer science, math}, a set of terms T = {computer, programming language, algorithm, 
derivative}. Suppose all input variables (units) are binary or Boolean, every document is represented as a set of input 
variables. Each term is mapped to an input variable in which value 1 indicates the existence of this term in document 
and otherwise value 0 indicates the lack of this term in document. So the input layer consists of four input units: 
“computer”, “programming language”, “algorithm” and “derivative”. 
The hidden layer is constituted of two hidden units: “computer science”, “math”. These units (variables) are also binary 
or Boolean. The output layer has only one unit named “document class” which is binary or Boolean (0 – documents 
belong to computer science class and 1 – documents belong to math class). The evaluation function used in network is 
sigmoid function. Our topology is feed-forward neural network in which the weights can be initialized arbitrarily. Note that 
feed-forward neural network shown in figure III.3.7 is the one that has no cycle in its model. 
Note that we denote Boolean value as 0 and 1 (instead of true and false) for convenience when representing neural 
network which only accepts numeric value for units. 
 

 
 

Figure III.3.7. The neural network for document 

classification 

 
Note that C, P, A and D denote “computer”, “programming language”, “algorithm” and “derivative” respectively. S and M 
denote “computer science” and “math” respectively. L denotes “doc class”. 
Given corpus D = {doc1.txt, doc2.txt, doc3.txt, doc4.txt, doc5.txt}. The training data is shown in following table in which 
cell (i, j) indicates the number of times that term j (column j) occurs in document i (row i). 
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Table III.3.9. Term frequencies of documents 

 

 computer Programming language algorithm derivative class 

doc1.txt 5 3 1 1 computer 
doc2.txt 5 5 40 5 math 
doc3.txt 20 5 20 55 math 
doc4.txt 20 55 5 20 computer 
doc5.txt 15 15 4 0.3 math 
doc6.txt 35 10 45 10 computer 

 
Table III.3.10. Normalized term frequencies 

 

 computer Programming language algorithm derivative class 

doc1.txt 0.5 0.3 0.1 0.1 computer 
doc2.txt 0.05 0.05 0.4 0.5 math 
doc3.txt 0.2 0.05 0.2 0.55 math 
doc4.txt 0.2 0.55 0.05 0.2 computer 
doc5.txt 0.15 0.15 0.4 0.3 math 
doc6.txt 0.35 0.1 0.45 0.1 computer 

 
Given threshold α = 0.4, if the frequency of a term j in document i is greater than or equals α, we consider that term j 
exists in document i. Otherwise there is no existence of term j in document i. So each document is represented as a 
Boolean vector. Each element in such vector has two values: 1 and 0 (1 – the respective term occurs in document and 0  
– otherwise). So each Boolean vector is the manifest of the occurrences of terms in a document. Corpus D becomes a 
set of Boolean vectors. 
 

Table III.3.11. Boolean document vectors 
 

 computer Programming language algorithm derivative class 

doc1.txt 1 0 0 0 computer 
doc2.txt 0 0 1 1 math 
doc3.txt 0 0 0 1 math 
doc4.txt 0.2 1 0 0 computer 
doc5.txt 0.15 0 1 0 math 
doc6.txt 0.35 0 1 0 computer 

 
Such vectors are fed to our neural network in figure III.3.7 for supervised learning. Back-propagation algorithm is used to 
train network; thus Boolean document vectors are considered training tuples. Suppose that the weights in neural 
network are changed as in figure III.3.8 after training process. 
 

 
 

Figure III.3.8. Trained neural network 
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III.3.2.5. Discovering user interests based on document classification 
 
Suppose in some library or website, user U does his search for his interesting books, documents, etc. There is demand 
of discovering his interests so that such library or website can provide adaptive documents to him whenever he visits in 
the next time. This is an adaptation process in which system tailors documents to each individual. Given there is a set of 
key words or terms {computer, programming language, algorithm, derivative} that user U often looking for, the his 
searching history is shown in following table: 
 

Table III.3.12. User‟s searching history 
 

Date Keywords (terms) searched 

Aug 28 10:20:01 computer, programming language, algorithm, derivative 
Aug 28 13:00:00 computer, programming language, derivative, algorithm 
Aug 29 8:15:01 computer 
Aug 30 8:15:06 computer 

 
This history is considered as training dataset for mining maximum frequent itemsets. The keywords are now considered 
items. A itemset is constituted of some items. The support of itemset x is defined as the fraction of total transaction 
which containing x. Given support threshold min_sup, the itemset x is called frequent itemset if its support satisfies the 
support threshold (≥ min_sup). Moreover x is maximum frequent itemset if x is frequent itemset and all super-itemsets of  
x are not frequent. Note that y is super-itemset of x if x y. The item set that has k items is called k-itemset. Tabel 
III.3.19 shows the supports of 1-itemsets. 
 

Table III.3.13. 1-itemsets 
 

1-itemset support 

computer 4 
programming language 2 
algorithm 2 
derivative 2 

 
 
Applying algorithm Apriori, it is easy to find maximum frequent itemsets given min_sup = 2. The maximum frequent 
itemset that user searches are shown in below table: 
 

Table III.3.14. The maximum frequent itemset that user searches 
 

No itemset 

1 computer, programming language, algorithm, derivative 

 
I propose the new point of view: “The maximum frequent itemsets are considered as documents and the classes of such 
documents are considered as user interests”. Such documents may be called interesting documents. Which classes 
such interesting documents belong to are user interests. It means that discovering user‟s interests involves in classifying 
interesting documents. Suppose we have a set of classes C = {computer science, math}, a set of terms T = {computer, 
programming language, algorithm, derivative} and the set of classification rules in table III.3.14. Each maximum frequent 
itemset that user searches is modeled as a document vector (so-called interesting document vector or user interest 
vector) whose elements are the support of its member items. Note that the supports of such items are shown in table 
III.3.19. 
 

Table III.3.15. Interesting document vector 
 

No vector 

1 (computer=4, programming language=2, algorithm=2, derivative=2) 
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Table III.3.16. Interesting document vector is normalized 
 

No vector 

1 (computer=0.4, programming language=0.2, algorithm=0.2, derivative=0.2) 

 
Table III.3.17. Nominal interesting document vector 

 

No vector 

1 (computer=medium, programming language=medium, algorithm=medium, derivative=medium) 

 
 
It is possible to use SVM or decision tree or neural network to classify documents. Hence we use decision tree as 
sample classifier for convenience because we intend to re-use classification rules in section III.3.2.3. Otherwise we must 
determine the weight vector W

*
 if applying SVM approach. SVM approach is more powerful than decision tree with 

regard to document classification in case of huge training data. 
Applying classification rule 2 in table III.3.14, the interesting document belongs to class computer science because the 
frequency of “derivative” and “computer” are medium and medium, respectively. So we can state that user U has only 
one interest: computer science. 
Note that in case of using neural network for document classification, interesting document vector is specified as 
Boolean document vector (or Boolean user vector). For example, given threshold α = 0.4, if the frequency of term j in 
document i is greater than or equals α, we consider that term j exists in document i. Otherwise there is no existence of 
term j in document i. We have a Boolean vector. So user U is modeled as a Boolean document vector. Such vector is 
also called Boolean user vector:  U = (1, 0, 0, 0). According to table III.3.19, we have 
 

Table III.3.18. Boolean document vector (or Boolean user vector) 

 
Term Existence 

computer 1 
programming language 0 
algorithm 0 
derivative 0 

 
The Boolean user vector is considered as a document and the classes of such document are considered as user 
interests. Now document (user Boolean vector) U becomes a data tuple which is fed to trained neural network in figure 
III.3.8. It is easy to know the class of document U by checking the value of output unit in trained neural network. 
Suppose such output value is 0, we can infer that document U belongs to class “computer science”. So the interest of 
user U is “computer science”. 

 
III.3.2.6. Evaluation 

 
Our approach includes following steps: 
- Documents are represented as vectors 
- Classifying documents by using decision tree or support vector machine or neural network 
- Mining user‟s access history to find maximum frequent item sets. Each item set is considered an interesting 
document  
- Applying classifiers into interesting documents in order to find their suitable classes. These classes are user 
interests. 
Two new points of view are inferred from these steps: 
- The series of user access in his/her history are modeled as documents. So user is referred indirectly to as 
document. 
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- User interests are classes to which such documents are belong. 
 
The technique of constructing vector model for representing document is not important to this approach. There are some 
algorithms of text segmentation for specifying all terms in documents. From this, it is easy to build up document vectors 
by computing term frequency and inverse document frequency. However the concerned techniques of document 
classification such as SVM, decision tree and neural network influence extremely on this approach. SVM and neural 
network is more effective than decision tree in case of huge training data set but it is not convenient for applying 
classifiers (weight vector W

*
) into determining the classes of documents. Otherwise it is easy to use classification rules 

taken out from decision tree for this task. 
 
 
III.3.3. Constructing user groups or user communities 
 
Remind that user model is the representation of personal traits or characteristics about user such as demographic 
information, knowledge, learning style, goal, interest, etc. Learner model is defined as user model in learning context in 
which user is learner who profits from adaptive learning system. Note that learner model, student model, and user model 
are the same terms in learning context. Adaptive systems exploit valuable information in user model so as to provide 
adaptation effect, i.e., to behave different users in different ways. For example, the adaptive systems tune learning 
materials to a user in order to provide the best materials to her/him. The usual adaptation effect is to give individually 
adaptation to each user, but there is a demand to provide adaptation to a group or community of users. Consequently, 
all users in the same group will profit from the same learning materials, teaching methods, etc because they have the 
common characteristics. So there are two kinds of adaptations: 
- Individual adaptation regards to each user. 
- Community (or group) adaptation focuses on a community (or group) of users. 
Group adaptation has more advantages than individual adaptation in some situations: 
- Common features in a group which are the common information of all members in such group are relatively 
stable, so it is easy for adaptive systems to perform accurately adaptive tasks. 
- If a new user logins system, she/he will be classified into a group and initial information of his model is assigned 
to common features in such group. 
- In the collaborative learning, users need to learn or discuss together. It is very useful if the collaborative learning 
is restricted in a group of similar users. Therefore, it is convenient for users that have common characteristics 
(knowledge, goal, interest, etc) to learn together because they do not come up against an obstacle when interacting 
together.  
The problem that needs to be solved now is how to determine user groups. This relates to clustering techniques so as to 
cluster user models because a group is considered as a cluster of similar user models. Section III.3.1.1 and III.3.1.2 
discuss about user modeling clustering technique, namely k-means algorithm for vector model, overlay model, Bayesian 
network. In section III.3.1.2, I propose the formulas so as to compute the dissimilarity of two overlay models (or two 
Bayesian network). The k-medoids algorithm and similarity measures such as cosine similarity measure and correlation 
coefficient are discussed in section III.3.1.3. Section III.3.1.4 is the conclusion.  
In general, these sections focus on how to construct user groups which is a function supported by mining engine (ME) 
and learning history sub-model, along with other functions such as learning concept recommendation and discovering 
user interests aforementioned previous sections. 
 
III.3.3.1. User modeling clustering method 

 
Suppose user model Ui is represented as vector Ui = {ui1, ui2,…, uij,…, uin} whose elements are numbers. For instance, if 
Ui represents user knowledge then Ui is considered as a knowledge vector in which the j

th
 component of this vector is  

the conditional probability expresing how user master knowledge item j
th
. Note that Ui is called user model or user vector 

or user model vector. 
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Suppose there is a collection of users {U1, U2,…, Um} and we need to find out k groups so-called k user model clusers. A 
user model cluster is a set of similar user models, so user models in the same cluster is dissimilar to ones in other 
clusters. The dissimilarity of two user models is defined as Euclidean distance between them.  
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The less dissim(U1, U2) is, the more similar U1 and U2 are. Applying k-means algorithm [Han and Kamber, 2006], we 
partition a collection of user models into k user model clusters. The k-means algorithm includes three following steps: 
1. It randomly selects k user models, each of which initially represents a cluster mean. Of course, we have k 
cluster means. Each mean is considered as the “representative” of one cluster. There are k clusters. 
2. For each remaining user model, the dissimilarities between it and k cluster means are computed. Such user 
model belongs to the cluster which it is most similar to; it means that if user model Ui belong to cluster Cj, the 
dissimilarity measure dissim(Ui, Cj) is minimal. 
3. After that, the means of all clusters are re-computed. If stopping condition is met then algorithm is terminated, 
otherwise returning step 1. 
 
This process is repeated until the stopping condition is met. For example, the stopping condition is that the square-error 
criterion is less than a pre-defined threshold. The square-error criterion is defined as below: 
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Where Ci and mi is cluster i and its mean, respectively; dissim(U, mi) is the dissimilarity between user model U and the 
mean of cluster Ci. 
 

 
 

Figure III.3.9. User model 

clusters (means are marked 
by sign “+”) 

 
The mean mi of a cluster Ci is the center of such cluster, which is the vector whose t

th
 component is the average of  t

th
 

components of all user model vectors in cluster Ci. 
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Where ni is the number of user model in cluster Ci. 
 
 
III.3.3.2. Clustering overlay model 
 
If user is modeled in a vector, the dissimilarity measure in k-mean algorithm is Euclidean distance. However there is a 
question: “how to compute such measure in case that user model is an overlay model which is in form of domain graph”. 
In this situation, the domain is decomposed into a set of elements and the overlay model is simply a set of masteries 
over those elements. So overlay model is the subset of domain model. 
 



 

Loc 163 

 

 

III.3. Learning history sub-model 

 

 

 
Loc 179 

 
 

 
 

  Figure III.3.10. Overlay model 

 
It is essential that overlay model is the graph of domain; so overlay model is also called as graph model. Each node (or 
vertex) in graph is a knowledge item represented by a number indicating how user masters such knowledge item. Each 
edge (or arc) reveals the relationship between two nodes. It is clear to say that the dissimilarity measure needs changing 
so as to compare two overlay models. Note that the terms “user model”, “overlay model”, “graph model” are the same in 
this context. Suppose two user overlay models U1 and U2 are denoted  as below: 
U1=G1=<V1,E1> and U2=G2=<V2,E2> 
Where Vi and Ei are set of nodes and set of arcs, respectively. Vi is also considered as a vector whose elements are 
numbers representing user‟s masteries of knowledge items. 
Vi = (vi1, vi2,…, vin) 
 
Suppose graph model is in form of tree in which each directed arc represents the prerequisite relationship of two nodes. 
If there is an arc from node A to node B, user must master over A before learning B.  
 

 
 

Figure III.3.11. Graph model in form of tree and prerequisite relationships 

 
Let depth(vij) is the depth level of node j of graph model Gi. Note that the depth level of root node is 1.  
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Given the assumption “the structure of graphs of all users is kept intact”, the dissimilarity (or distance) of two graph 
models G1 and G2 is defined as below: 
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The meaning of this formulation is: “the high level concept (node) is the aggregation of low level (basic) concepts”. The 
depth levels of j

th
 nodes of all graph models are the same because the structure of graphs is kept intact. 

)()(,,, bjaj vdepthvdepthjba   

 
For example, there are three graph models whose structures are the same to the structure shown in figure III.3.13. The 
values of their nodes are shown in following table: 
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Table III.3.25. Values of graph nodes 
 

 A B C D E F G 

G1 2 1 1 0 3 2 1 
G2 1 1 0 1 4 5 4 
G3 2 1 1 1 4 5 4 

 
The dissimilarity (or distance) between G3 and G1, G2, respectively are computed as below: 
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So G2 is more similar to G3 than G1 is. 
 
III.3.3.2.1. In case that arcs in graph are weighted 

 
In case that each arc is assigned a weight representing the strength of prerequisite relationship between parent node 
and child node, the following figure shows this situation: 
 

 
 

Figure III.3.12. Graph model and weighted arcs 

 
The dissimilarity (or distance) of two graph models G1 and G2 is re-defined as below: 
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Let weight(vij) be the weight of arc from node j (of graph model i) to its parent. I consider that weight(vij) is the weight at 
node vij. The sum of weights at nodes having the same parent equals 1. 
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The weight at root node equals 1 
weight(vroot)=1.  
The weight at j

th
 nodes of all graph models are the same because the structure of graphs is kept intact. 
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For example, there are three graph models whose structures are the same to the structure shown in figure III.3.14. The 
values of their nodes are shown in table III.3.25. The dissimilarity (or distance) between G3 and G1, G2, respectively are 
computed as below: 
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So G1 is more similar 

to G3 than G2 is. 
 
III.3.3.2.2. In case that graph model is Bayesian network 

 
Bayesian network is the directed acrylic graph (DAG) [Nguyen, Do 2009] constituted of a set of nodes and a set of 
directed arc. Each node is referred as a binary variable and each arc expresses the dependence relationship (namely, 
prerequisite relationship) between two nodes. The strength of dependence is quantified by Conditional Probability Table 
(CPT). In other words, each node owns a CPT expressing its local conditional probability distribution. Each entry in the 
CPT is the conditional probability of a node given its parent. The marginal probability of a node expresses user‟s 
mastery of such node. Note that marginal probability is considered as posterior probability. 
Suppose the structure of Bayesian network is in form of tree, the following figure shows our considered Bayesian 
network. 
 

 
 

Figure III.3.13. Bayesian network and its CPT (s) 

 
Let G1 and G2 be two Bayesian networks of user 1 and user 2, respectively. 
G1=<V1,E1> and U2=G2=<V2,E2> 
Where Vi and Ei are a set of nodes and a set of arcs, respectively. The dissimilarity (or distance) of two Bayesian 
networks G1 and G2 is defined as below: 
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Where Pr(vij) is the marginal probability of node j in network i. The inference technique to compute marginal probability is 
discussed in [Nguyen, Do 2009]. 
 
III.3.3.3. Similarity measures for clustering algorithm 
 
Although dissimilarity measure considered as the physical distance between them are used to cluster user models, we 
can use another measure so-called similarity measure so as to cluster user models. There are two typical similarity 
measures: 
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- Cosine similarity measure 
- Correlation coefficient 
Suppose user model Ui is represented as vector Ui = {ui1, ui2,…, uij,…, uin}, the cosine similarity measure of two user 
models is the cosine of the angle between two vectors. 
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The range of cosine similarity measure is from 0 to 1. If it equals 1, two users are totally different. If it equals 0, two 
users are identical. For example, the following table shows four user models. 
 

Table III.3.26. Four user models 
 

 feature1 feature2 feature 3 

user1 1 2 1 
user2 2 1 2 
user3 4 1 5 
user4 1 2 0 

 
The cosine similarity measures of user 4 and users 1, 2, 3 are computed as below: 
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Obviously, user 1 and user 2 are more similar to user 4 than user 3 is. 
 
On other hand, correlation coefficient which is the concept in statistics is also used to specify the similarity of two  
 

vectors. Let 
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U be the expectation of user model vector Ui, so 
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The correlation coefficient is defined as below: 
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The range of correlation coefficient is from –1 to 1. If it equals –1, two users are totally different. If it equals 1, two users 
are identical. For example, the correlation coefficients of user 4 and users 1, 2, 3 are computed as below: 
 



 

Loc 163 

 

 

III.3. Learning history sub-model 

 

 

 
Loc 183 

 

 

1
3

021
4




U , 33.1
3

121
1




U , 66.1
3

212
2




U , 33.3
3

514
3




U  

86.0
)33.11()33.12()33.11()10()12()11(

)33.11)(10()33.12)(12()33.11)(11(
),(

222222
14





userusersim  

86.0
)66.12()66.11()66.12()10()12()11(

)66.12)(10()66.11)(12()66.12)(11(
),(

222222
24





userusersim  

96.0
)33.35()33.31()33.34()10()12()11(

)33.35)(10()33.31)(12()33.34)(11(
),(

222222
24





userusersim  

 
Obviously, user 1 and user 2 are more similar to user 4 than to user 3 is. 
If cosine measure and correlation coefficient are used as the similarity between two user vectors, the serious problem 
will occurs. That is impossible to specify the mean of each cluster because cosine measure and correlation coefficient 
have different semantic from Euclidean distance. Instead of using k-mean algorithm, we apply k-medoid algorithm into 
partitioning a collection of user models into k user model clusters. The “mean” is replaced by the “medoid” in k-medoid 
algorithm. The medoid is the actual user model and its average similarity to all other user models in the same cluster is 
maximal. 
1. It randomly selects k user models as k medoids. Each medoid is considered as the “representative” of one 
cluster. There are k clusters. 
2. For each remaining user model, the similarities between it and k medoids are computed. Such user model will 
belongs to cluster Ci if the similarity measure of this user model and the medoid of Ci is the highest. 
3. After that, k medoids are selected again so that the average similarity of each medoid to other user models in 
the same cluster is maximal. If k medoids are not changed or the absolute-error criterion is less than a pre-defined 
threshold, the algorithm is terminated; otherwise returning step 1. 
 

 
 

Figure III.3.14. k-medoid algorithm (user model 

vectors considered as medoid are marked by sign 
“+”) 

 
The absolute-error criterion which is the typical stopping condition is defined as below: 

𝐸𝑟𝑟 =    1 − 𝑠𝑖𝑚 𝑈 − 𝑚𝑒𝑑𝑜𝑖𝑑𝑖  

𝑈∈𝐶𝑖

𝑘

𝑖=1

 

Where Ci and medoidi is cluster i and its medoid, respectively; sim(U, medoidi) is the similarity of user model U and the 
medoid of cluster Ci. Note that |sim(U, medoidi)| ≤ 1. 
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III.3.3.4. Evaluation 
 
We discussed two clustering algorithms: k-means and k-medoids. It is concluded that the dissimilarity measures 
considered as distance between two user models are appropriate to k-means algorithm and the similarity measure such 
as cosine similarity measure and correlation coefficient are fit to k-medoids algorithm. The reason is that the essence of 
specifying the mean of cluster relates to how to compute the distances among user models. Conversely, the cosine 
similarity measure and correlation coefficient are more effective than distance measure because they pay attention to 
the direction of user vector. For example, the range of correlation coefficient is from –1: “two users are totally different” 
to 1: “two users are identical”. 

However, cosine similarity measure and correlation coefficient are only used for vector model; they cannot be applied 
into overlay model, Bayesian network model. It is clear to say that the formulas I proposed to compute the dissimilarity of 
two overlay models (or Bayesian network) are the variants of distances between user models. 

Now the basic content of this thesis was presented to you with the full of detailed description focused on how to 
triangular learner model (TLM) is constructed and how to the user modeling system Zebra is built up and manipulates 
TLM. The next section is the conclusion and evaluation on my research. 
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Evaluation of Triangular Learner Model 
 
Chapter I is the state-of-art of user model and user modeling system. Chapters II, III are essential chapters which focus 
on main works of research including how to triangular learner model (TLM) is constructed and how to the user modeling 
system Zebra is built up and manipulates TLM. As a result, TLM is constituted of three sub-models such as knowledge, 
learning styles and learning history.  

In general, this research is fundamental research; thus, approaches, models and mathematical formulas are proposed 
as a perfect whole methodology. This research is not experimental research and testing technique on testing data is not 
appropriate to evaluate this research. So there are three ways to evaluate this research: 

- The correctness of formulas is proven by mathematical tools and logical reasoning. 
- The feasibility of model and architecture is authenticated via the software associated with Zebra and TLM. 

Moreover, the adaptive learning system that interacts to Zebra is also implemented as e-learning web-based software. 
- The effectiveness of adaptive learning is proven via approaches described in this chapter. 
This chapter focuses on evaluating learner model TLM and user modeling system Zebra with regard to their 

effectiveness. Section IV.1 is the evaluation on knowledge sub-model. Section IV.2 is the evaluation on the 
effectiveness of adaptive learning model, especially, the whole TLM and modeling system Zebra.   
 
IV.1. Evaluation of knowledge model 

 
Bayesian network is the most important component of inference mechanism in Zebra when it and hidden Markov model 
constitutes the belief network engine in the core engine. Note that the core of Zebra is the inference engine having two 
sub-engines: belief network engine and mining engine. Bayesian network is used to assess user knowledge and mining 
engine is aimed to discover new assumptions about user and to support personal recommendation. The attempt to 
improve Bayesian network is the same to enhancing belief network engine.  
 
IV.1.1. Evaluation of Bayesian network 
 
There are three methods of building up Bayesian network user model: expert centric, efficiency centric and data centric. 
These methods are distinguished based on how to construct Bayesian network and how to specify conditional 
probabilities. In brief, the main issue of such methods relates to qualitative model (structure) and quantitative model 
(conditional probabilities). Each method has respective strong points and drawbacks. 
- Expert-centric method: The structure and conditional probabilities are defined totally by experts. This is the easiest 
method because there is no learning algorithm which is necessary to both qualitative model and quantitative model. 
Expert is responsible for all modeling tasks. However the drawback of this approach is that the Bayesian network is too 
dependent on expert‟s subjective thinking to evaluate the quality of network. Maybe the network has more redundant 
variables or the conditional probabilities don‟t reflect exactly the strength of relationships between variables in real data. 
Bayesian network user model built up by this method is called expert-centric model. 
- Efficiency-centric method: The structure and conditional probabilities are specified and restricted based on some 
restrictions. These restrictions are defined to maximize some aspects of efficiency such as the optimal number of 
variables, the hierarchy of domain knowledge, the evaluation time, etc. Bayesian network user model built up by this 
method is called efficiency-centric model. 
- Data-centric method: The structure and conditional probabilities are learned directly from real-world data by learning 
machine algorithms. Bayesian network user model built up by this method is called data-centric model. This method 
achieves some advantages when the number of variables may be smaller than expert centric and efficiency centric 
method because the network is deduced from actual data and so there is no redundant variables. It is easy to evaluate 
the quality of network by applying network into the testing data. Both observed and hidden variables are regarded in 
data centric method. However there is a critical drawback of data-centric model when the complexity of learning 
algorithms decreases the performance of user modeling tasks in run time. It takes more time to do inference in data-
centric model than expert-centric model or efficiency-centric model. 
The main technique used in Bayesian model of Zebra can belong to efficiency centric method in which the criterion of 
constructing user model is to map Bayesian network to learning curriculum. The hierarchy of variables is identical to the 
structure of subjects, topics and lessons in the curriculum. In other words, all subjects, topics and lessons become 
variables (or knowledge items) of Bayesian model in the same order. The strength of causal (or prerequisite) 
relationship among variables is set up according to the importance of these subjects, topics and lessons. For example,  
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given subject A if the effect of subject B on A is more significant than the effect of subject C on A is, the weight of causal 
relationship between B and A is larger than the weight of causal relationship between C and A. This technique achieves 
the same result to data-centric method in learning context because the expert in learning context is a teacher. She/he 
masters over the curriculum and so quality of structure of Bayesian network is trustworthy. There is no need to apply 
complex learning algorithms like data-centric method and the performance of inference tasks in run time is kept stable 
and fast. 
Moreover this thesis also introduces two other techniques to improve the conditional probability tables (or parameters) 
and the structure of Bayesian network.  
The first technique is called the evolution of parameters. It is essentially parameter learning process aiming to reflect the 
relationships between variables more precisely and more precisely. This technique is to improve conditional probability 
distribution by applying expectation maximum (EM) algorithm for beta function. Suppose the density function 
(distribution function) is the beta function β(fij; aij, bij). Suppose variable Xi has the prior conditional probability Pr(Xi=1|

1ijpa )=E(β(fij))=
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where Nij=aij+bij, the parameter learning process based on a set of evidences is to update the 
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implemented in offline process so as not to decrease the system performance. 
The second technique is to aim to improve the structure of Bayesian network. It uses the dynamic Bayesian network 
(DBN) to model the temporal relationships among variables when the static network cannot reflect such relationships. 
Thus DBN can monitor user‟s learning process and provide immediately new changes in user model to adaptive system. 
However, the number of variables in DBN becomes huge when the modeling process continues in a long time and this 
affects seriously the performance of inference tasks. This thesis suggests a new way to keep the number of variables 
stable by obeying the Markov property, namely, given the current time point t, the conditional probability of next time 
point t+1 is only relevant to the current time point t, not relevant to any past time point (t-1, t-2,…,0). Every time the 
evidences occur, the DBN is re-constructed according to six steps: 
- Step 1: Initializing DBN 
- Step 2: Specifying transition weights 
- Step 3: Re-constructing DBN 
- Step 4: Normalizing weights of dependencies 
- Step 5: Re-defining CPT (s) 
- Step 6: Probabilistic inference 
Six steps are repeated whenever evidences occur. After t

th
 iteration, the posterior marginal probability of variables in 

DBN will approach a certain limit; it means that DBN converge at that time. Of course, DBN is more robust than static 
network and I also decrease the expense of computation significantly. Moreover this thesis aims to solve the problem of 
temporary slip and lucky guess: “learner does (doesn‟t) know a particular subject but there is solid evidence convincing 
that she/he doesn‟t (does) understand it; this evidence just reflects a temporary slip (or lucky guess)” by using two 
additional factors slip and guess in step 2 and 3. 
In conclusion, the method used to build up Bayesian network at here is the hybrid of efficiency-centric and data-centric 
method. It takes advantages of both of them when it achieves the high-quality network (in data-centric method) and 
feasibility (in efficiency-centric). 
 
IV.1.2. Assessment of Bayesian network 

 
Besides providing information about users and deducing new assumptions about them, the ultimate of Bayesian 
(network user) model is to support the adaptive application like ITS, AHS [Brusilovsky, 1994] in order to give user the 
adaptation effects such as personal learning content, course recommendation, adaptive representation, adaptive 
navigation in domain space, curriculum sequence, hint generation, etc. So it is very necessary to assess the overall 
competence of user in a domain. For example, the level of knowledge user gains must be measured in Bayesian model 
so that it is possible to answer the question: how much user masters over such knowledge. This process is called the  
exploitation or assessment of Bayesian model. Firstly, we should glance over some approaches for assessment. 
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Secondly, there is a future trend of the assessment in Zebra, towards to the Computerized Adaptive Testing (CAT). 
 
IV.1.2.1. Overview of assessment approaches 
 
There are three approaches to perform assessment tasks: alternate, diagnostic and decision-theoretic. 
 
Alternate approach 
 
Suppose knowledge domain is decomposed into a set of knowledge elements represented as variables in Bayesian 
network. In this method, the mastery of a knowledge element is measured by computing the posterior probability of such 
knowledge element. Thus this probability is used as input to heuristic decision or adaptation rules. It means that 
adaptive applications will tailor this probability to learning materials via rules in order to provide user suitable learning 
objects like lectures, exercises, tests, curriculum sequence, hint generation, etc. For example, if such posterior 
probability is high, user will received an advanced exercise. This is the simplest approach. 
 
Diagnostic approach 
 
In this approach Bayesian network includes two kinds of variables: hidden and observed. Hidden variables are 
knowledge items that need to be assessed how much user masters it. Observed variables so-called evidences are 
questions, exercises which are used to test user‟s knowledge. It is possible to imagine that hidden variables represent 
the diseases and observed variables are symptoms. By surveying symptoms, it is able to diagnose respective diseases. 
It means that when evidences have been observed, the posterior probabilities of other hidden variables are computed 
via Bayesian updating. The conditional relationship between a hidden variables and evidence is represented as a 
directed arc whose direction is always from hidden variable to evidence and the reversed direction is not permitted. 
 
Decision-theoretic approach 
 
Given a set of action D = {d1, d2,…, dm} and a set of possible outcomes X = {x1, x2,…, xn} and a conditional probability 
distribution Pr(X|D). Of course X is the outcome of D. Each combination of values that D and X take is defined as a 
value of utility function U(X, D). A decision-maker needs to choose an action di so that the expectation of utility function 
EU(X, D) is maximized. Note that EU(X, D) is called expected utility and so the expected utility of an action di is denoted 
as EU(X, di) or EU(di) in brief. The overview of theory decision can be represented as the decision tree in following 
figure. 
 

 
 

Figure IV.1.1. Decision-theoretic tree 
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The process of choosing an action is considered as a path from root to leaf in which root is the set of actions and leaf is 
the respective outcome of a chosen action. The intermediate nodes named EU(di) represents the expected utility of an 
action di. Every outcome xj of action di has a conditional probability Pr(X=xj|D=di) and a utility value U(X=xi, D=di). Of 
course Pr(X = xj| D = di) and U(X=xi, D = di) are values of conditional probability distribution Pr(X|D) and utility function 
U(X, D), respectively. The expected utility of an action is defined as the probabilistic weighted sum of utility values of all 
outcomes of such action: 
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This formula can be generalized as below: 
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The essential idea of decision theory is to maximize the expected utility EU(D). In other words it is to choose the action 
di that maximizes this expected utility. 

If the decision theory is applied into the assessment of Bayesian network in learning context, the utility function will 
encode educational knowledge related to the decision made by assigning utility to outcomes when the outcomes can be 
the errors users make, the grades in their examinations, etc. The actions are user‟s learning tasks like problem 
selection, doing exercise, visiting learning web pages, etc. 

In conclusion, the belief network engine in the core of Zebra uses the first approach to assess the Bayesian network. It 
simple to compute the posterior probabilities of knowledge items (variables in network) and match such probability with 
adaptive rules, for example, if the posterior probability of knowledge item I learned by user A is high then the advanced 
content of I is provided to user A because user A is mastered over item I. In the future, Zebra aims to apply the 
Computerized Adaptive Testing (CAT) technique into determining how users master over knowledge items when these 
items are tests or examinations. CAT based on the Item Response Theory (IRT) is introduced in following section. 
 
IV.1.2.2. Towards the Computerized Adaptive Testing 
 
The computer-based tests have more advantages than the traditional paper-based tests when there is the boom of 
internet and computer. Computer-based testing allows students to perform the tests at any time and any place and the 
testing environment becomes more realistic. Moreover, it is very easy to assess students‟ ability by using the 
computerized adaptive testing (CAT). The CAT is considered as the branch of computer-based testing but it improves 
the accuracy of test core when CAT systems try to choose items which are suitable to students‟ abilities; such items are 
called adaptive items. 

The important problem in CAT is how to estimate students‟ abilities so as to select the best items for students. There 
are some methods to solve this problem such as maximization likelihood estimation but I apply the Bayesian approach 
into computing ability estimates. In this section, I suggest the stopping criterion for CAT algorithm: the process of testing 
ends only when student‟s knowledge becomes saturated (she/he cannot do test better or worse) and such knowledge is 
her/his actual knowledge. 
 
IV.1.2.2.1. Overview of Computerized Adaptive Testing (CAT) 
 
Item Response Theory 
 
Item Response Theory (IRT) [Baker 2001] is defined as a statistical model in which examinees can be described by a 
set of one or more ability scores that are predictive, through mathematical models, linking actual performance on test 
items, item statistics, and examinee abilities. Note that the term “item” indicates test or exam. Given examinee j and item 
i, IRT is modeled as a function of a true ability of examinee j (denoted θj) and three parameters of item i (denoted ai, bi, 
ci). This function so-called Item Response Function (IRF) or Item Characteristic Curve (ICC) function computes the 
probability of a correct response of examinee j to item i. 
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ICC, a variant of logistic function, is plotted in following figure with ai=2.0, bi=0, ci=0.25 
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Figure IV.1.2. Item Characteristic Curve 

 
The horizontal axis θ is the scale of examinee‟s ability, ranging from -3.0 to +3.0. The vertical axis is the probability of 
correct response to this item specified by three parameters: ai=2.0, bi=0, ci=0.25. The left-hand of curve shows an easy 
item when the probability of correct response is high for low-ability. The center of curve shows a medium-difficulty item 
when the probability of correct response is around the middle of the ability scale. The right-hand of curve shows a 
difficult item when the probability of its correct response is low for most of ability scale. The lower asymptote at ci=0.25 
indicates the probability of correct response for examinee with lowest ability and otherwise for the upper asymptote at 
1.0. 

ICC measures examinee‟s proficiency based on her/his ability and some properties of item. Every item i has three 
parameters ai, bi, ci which are specified by experts or statistical data. 

- The ai parameter so-called discriminatory parameter tells how well the item discriminates between examinees 
whose abilities are not different much. It defines the slope of the curve at the inflection point. The higher is the value of 
ai, the steeper is the curve. In case of steep curve, there is a large difference between the probabilities of a correct 
response for examinees whose ability is slightly below of the inflection point and examinees whose ability is slightly 
above the inflection point. 

- The bi parameter so-called difficult parameter indicates how difficult the item is. It specifies the location of inflection 
point of the curve along the θ axis (examinee‟s ability). Higher value of bi shifts the curve to the right and implicates that 
the item is more difficult. 

- The ci parameter so-called guessing parameter indicates that the probability of a correct response to item of low-
ability examinees is very close to ci. It determines the lower asymptote of the curve. 
 
Computerized Adaptive Testing 
 
Computerized Adaptive Testing (CAT) [Linden and Glas, 2002] is the iterative algorithm which begins providing 
examinee an (test) item so as to be best to her/his initial ability; after that the ability is estimated again and the process 
of item suggestion is continued until a stopping criterion is met. This algorithm aims to make a series of (test) items 
which are evaluated to become chosen items that suitable to examinee‟s ability. The set of items from which system 
picks ones up is called as (item) pool. The items having chosen and given to examinee compose the adaptive test. CAT 
includes following steps: 

1. The initial ability of examinee must be defined and the items (in the pool) that have not yet been chosen are 
evaluated to choose the best one which is the most suitable to examinee‟s current ability estimate 

2. The best next item is chosen to give to examinee and the examinee responds. Such item is changed from pool 
to adaptive test. 

3. A new ability estimate is computed based on the responses to all of the chosen items.  
4. Steps 1 through 3 are repeated until a stopping criterion is met. 
Note that the chosen item is also called the administered item and the process of choosing best item is also called the 

administration process. The ability estimate is the value of θ which is fit best to the model and reflects current proficiency 
of examinee in item but it is not imperative to define precisely the initial ability because the final ability estimate may not 
be closed to initial ability. The stopping criterion could be time, number of administered items, change in ability estimate, 
maximum-information of ability estimate, etc. 

In step 1, there is the question: “how to evaluate the items to choose the best one”. So each item i is qualified by the 
amount of information or entropy at given ability θ; such entropy is denoted Ii(θ). The best next item is the one that 
provides the most information or has highest value of Ii(θ). 
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Where Pri(θ) is the ICC function and Pri

’
(θ) is the first-order derivative of Pri(θ) 

The entropy Ii(θ) reflects how much the item i matches examinee‟s ability. The item should not be too easy or too 
difficult. Given ability θ, the sum of entropies over items in test which tells the qualification of such pool at ability θ is 
denoted I(θ). 
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In step 3, there are some methods to compute the ability estimate such as maximum-likelihood, weighted likelihood 
[Warm 1989], etc. But I aim to apply Bayesian approach into specifying ability estimate according to [Bock, Mislevy 
1988]. 
 
IV.1.2.2.2. Bayesian approach for CAT in Zebra 
 
CAT applied into Zebra also includes four steps as above but we should redefine some concepts in order to take 

advantage of Bayesian rule. Suppose the indexes of items in pool are denoted Ii ,1 and the indexes of these items in 

the adaptive test are denoted Kk ,1 and so the index of item i in the pool administered as the item k in the test is 

denoted ik. Suppose Sk = {i1, i2, ik-1} is the set of previous k-1 items that are administered and in a test now; of course 

they correspond with a set of k-1 responses denoted as Uk={
1i

u , 
2i

u ,…, 
1ki

u  }. The set of items in the pool remaining 

after chosen items is denoted as Rk={1,…, I} \ Uk. The ICC function is written in general: 
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Where θ is the examinee‟s ability and ai, bi and ci are discriminatory parameter, difficult parameter and guessing 
parameter, respectively. 
The likelihood function associated with the responses on the first k–1 items is denoted as below: 
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The second-order derivative of the likelihood reflects the curvature of the observed likelihood function at θ. The 
observed information measure is defined the negative of such second-order derivative: 
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The expectation of observed information measure is expected information measure. 
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Suppose the prior for the unknown value of examinee‟s ability is assumed as g(θ). The function g(θ) is also called as the 
prior distribution of θ. According to Bayesian rule, the posterior distribution of ability estimate is computed as below: 
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In step 3, after the responses to k-1 items, it is necessary to determine the ability estimate denoted 
11

,...,
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brief. According to [Bock, Mislevy 1988], 
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This technique based on the posterior distribution of θ has an advantage when the ability estimate 


 always exists and 
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is easy to compute. Another method used to compute ability estimate is to determine the value 


 that maximizes the 

likelihood function in over all possible values of θ. Such 


 is considered as the ability estimate. 
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This method is not optimal because maybe the maximizer 


 is not found out and the essence of how to determine 


 

comes back the hazard of solving the expectation maximization (EM) problem. It is not asserted that there is always 
solution to such problem. In general, ability estimation is the most important task including three stages: 
- At the beginning of the item-selection procedure, we need to specify the prior distribution g(θ), for example, 
Gaussian density function. 
- During the test, we determine the entropy of each item and compute the ability estimate by using the posterior 
distribution (Bayesian rule). 
- At the end of the test, the final estimate is determined reflecting the examinee‟s mastery over the test. 
 
 
IV.1.2.2.3. Suggested stopping criterion in CAT algorithm 
 
In normal, the stopping criterion in CAT algorithm is often the number of (test) items, for example, if the test has ten 
items then the examinee‟s final estimate is specified at 10

th
 item and the test ends. This form is appropriate to 

examination in certain place and certain time and user is the examinee who passes or fails such examination. 
Suppose in situation that user is the learner who wants to gains knowledge about some domain as much as possible 

and she/he does not care about passing or failing the examination. In other words, there is no test or examination and 
the learners prefer to study themselves by doing exercise. There is an exercise and the items are questions that belong 
to this exercise. It is possible to use another stopping criterion in which the exercise ends only when the learner cannot 
do it better or worse. At that time her/his knowledge becomes saturated and such knowledge is her/his actual 
knowledge. The standard deviation σ is used to assess the saturation of learner‟s knowledge. The standard deviation is 
the root of the variance of the posterior distribution of θ. 
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Given threshold ξ, if the standard deviation σ is less than ξ then the CAT algorithm stops. There is no restriction for the 
number of (question) items in exercise. 

We recognized that CAT gives us the excellent tools for assessing student‟s ability. The CAT algorithm includes four 
steps in which step 3 is the most important when student‟s ability estimate is determined. There is an advantage of 
Bayesian approach when the ability estimate which is the expectation of posterior probability always exists and is easy 
to compute. However, the quality of posterior probability depends on the prior probability which may be pre-defined by 
experts. In the future trend, I intend to find out the technique for learning training data so as to specify precisely prior 
probabilities. 

Moreover I propose the stopping criterion for CAT algorithm in which given threshold ξ, if the standard deviation of 
student‟s ability estimate is less than ξ then the CAT algorithm stops. The goal of this technique is that the exercise ends 
only when the student cannot do it better or worse. It means that her/his knowledge becomes saturated and such 
knowledge is her/his actual knowledge. This method is only suitable to training exercises because there is no restriction 
for the number of (question) items in exercises. Conversely, in the formal test, the examinee must finish such test right 
before the decline time and the number of items in formal test is fixed. 
 
 
IV.2. Evaluation of adaptive learning model 
 
As aforementioned in section I.1, adaptive learning system is defined as the system that has ability to change its actions 
to provide learning content and pedagogic environment/method for every student in accordance with her/his individual 
information/characteristics [Brusilovsky and Millán, 2007] such as knowledge, goal, experience, interest, background, 
etc when these characteristics vary from person to person. The description of learners‟ individual 
information/characteristics  
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is learner model or user model. Adaptive learning system takes advantages of learner model to improve the quality of 
adaptation task but it does not build up or manipulate learner model. User modeling system is responsibility for gathering 
information to create and update learner model. In other words, user modeling system manages user model and provide 
necessary information about user to adaptive system. Following figure describes the interaction between user modeling 
system and adaptive system. 
 

 
 
In this research, user modeling system is Zebra, user model is Triangular Learner Model (TLM) and adaptive system is 
implemented as an associative learning web-based software WOW, an extension of AHA! system [De Bra, Smits, Stash 
2006]. User modeling system is the heart of adaptive learning system. There are a lot of theories and practical methods 
including methodologies and approaches in this research to build up adaptive system and user modeling system. Each 
method has strong points and drawbacks and so it is very useful to evaluate these methods in order to determine which 
model is appropriate to which situation because each method tailors to concrete conditions and contexts. For example, 
studying via internet website is very different from studying at a course with support of network. This section focuses on 
how to evaluate adaptive learning system with regard to user modeling system in e-learning or distance learning context 
when there is no separation between adaptive learning system and user modeling system. We can consider the 
corporation between adaptive system and user modeling system as an integrated model so-called adaptive learning 
model. Thus, this section has two goals: 
- Firstly, research proposes criterions to evaluate adaptive learning model. 
- Secondly, research gives some scenarios as an example that applies criterions above into performing 
evaluation task in concrete situations. 
In other words, this section gives criterions to evaluate TLM, Zebra and WOW. Note that all concepts relating to term 
“learning” in this research refers to learning via internet or distance learning or e-learning if there is no additional 
explanation. 
 
IV.2.1. Evaluation criterions 
 
This research proposes three criterions of evaluation: 
- Criterion α so-called system criterion tells us how adaptive learning system works with/without user modeling 
system. For example, when modeling server applies Bayesian network into build up learner model, criterion α measures 
the performance of adaptive system with or without the support of Bayesian network. In general, this criterion answers 
two following questions: 
o How adaptation is performed in adaptive system with/without the support of modeling server. 
o Whether the whole user knowledge is computed more accurately with the support of user model, for example 
Bayesian network. 
- Criterion β so-called academic criterion tells us how well modeling server help users to study. This criterion 
surveys users‟ study result. The higher criterion β is, the better study result is. 
- Criterion γ so-called adaptation criterion or satisfaction criterion measures the quality of adaptation function of 
learning system with the support of modeling server. After every student gives feedbacks or comments on adaptive 
system, these feedbacks are collected and analyzed; hence, criterion γ is calculated based on these feedbacks in order  
to estimate level of students‟ satisfaction from adaptive system. The higher criterion γ is, the better quality of adaptation is. 
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Now we discuss methods to determine these criterions. Note that in this research, the default user model is Bayesian 
network model if there is no additional explanation. 
 
IV.2.1.1. Calculating criterion α 
 
There are two ways to calculate criterion α such as using hypothesis testing and using regression model. By using 
hypothesis testing, suppose the amount of knowledge that user mastered over a concept C is quantified as a measure 
kc. Let KU = {k1

U
, k2

U
,…, kn

U
}  be knowledge vectors of user U, where each measure kc

U
 represents the mount of 

knowledge C that user U mastered. Given group A and group B are groups of students learning via adaptive system with 
and without support of user model, respectively. Two users i and j are picked randomly in group A and group B, 
respectively. We have: 
Ki = {ki

U
, ki

U
,…, ki

U
} has sample variance  si

2
. 

Kj = {kj
U
, kj

U
,…, kj

U
} has sample variance  sj

2
. 

Criterion α is represented by the statistical hypothesis testing indicates how well the Bayesian network in group A 
supports adaptive learning system. In other words, with the support of user model, adaptive learning system makes user 
knowledge around the average knowledge. Therefore, hypothesis test aims to variance test instead of mean test. Null 
hypothesis is stated that two variances are equal. Lower-tail technique is applied when the alternative hypothesis is 
assumed that group A has less variance: 
H0 : si

2
  =  sj

2
 

H1: si
2
  =  sj

2
  

Suppose the significant level is 0.05, F-distribution is used to test two variances. 

𝐹 =
𝑠𝑖

2

𝑠𝑗
2 

If F < f0.95, n-1, n-1 then the null hypothesis is rejected, we can include that group A with support of user modeling system 
improve adaptive learning system much more than group B. So, criterion α get Boolean value true, indicating the 
preeminence of user modeling system. 
The essence of α is to measure the level of precision of inference methods with/without user model. By using regression 
technique, if an inference method is good, its predictive value, namely the whole knowledge user achieves, and all 
partial knowledge items user study at every stage on learning path will satisfy well a function or equation. In other words, 
this predictive value has small deviation/error. Suppose that partial user knowledge items like chapters, sessions, etc 
are represented as a set of random variable are X1, X2, X3,…, Xn. Let Y represents the total knowledge that users gain 
over whole course like Java course, Oracle course, etc. We try to find out the linear function of random variables Xi (s) 
so that Y is the expected value of such function. 
Y = a0 + a1X1 + a2X2 + a3X3 +…+anXn  
 
Let ai (s) be regression coefficients. Therefore linear function is determined, it is applied back to each user in both group 
A and B so as to predict her/his knowledge so-called estimated knowledge. Such knowledge is compared to real 
knowledge of users. The deviation of estimated knowledge and real knowledge is called prediction error. The square 
sum of all prediction error reflects the measure α. In general, the process to calculate α has four steps: 
1. Firstly, the regression coefficients ai (s) are computed by the method of mean least square. Note that because 
we have two linear functions for group A and B, there are two sets of regression coefficients, each set for one group. 
2. Secondly, let eki

A
 and eki

B
 be estimated knowledge of user i

th
 in group A and B, respectively. Note that eki

A
 and 

eki
B
 are calculated by applying linear function determined in the first step. 

eki
A
 = Y

A
 = a0 + a1X1 + a2X2 + a3X3 +…+anXn   (in group A) 

eki
B
 = Y

B
 = a0 + a1X1 + a2X2 + a3X3 +…+anXn   (in group B) 

3. Thirdly, let ki
A
 and ki

B
 be the real knowledge of user i

th
 in group A and B from database, respectively. Let erri

A
 

and erri
B
 be the prediction error of user i

th
 in group A and B, respectively.  

erri
A
 = | eki

A
 – ki

A
| 

erri
B
 = | eki

B
 – ki

B
| 

4. Finally, the measure α is simple inverse of square sum of all prediction errors. 

𝛼𝐴 =
1

  𝑒𝑟𝑟𝑖
𝐴 2

𝑖∈𝐴
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The larger the measure α is, the better the level of precision of inference method is. 
 
IV.2.1.2. Calculating criterion β 
 
Let KA, KB be the knowledge vectors of group A and B, respectively where ki

A
 and ki

B
 is the average grades of students 

in group A and B over concept i, respectively. 

KA = (k1
A
, k2

A
,…, kn

A
) has sample variance  sA

2
 and sample mean 𝐴 . 

KB = (k1
B
, k2

B
,…, kn

B
) has sample variance sB

2
 and sample mean 𝐵 . 

The measure β for each group is computed as accumulative probability of assumption user in such group has mastered 
over course. 

𝛽𝐴 = 1 −Φ 
0.5 − 𝐴 

𝑠𝐴/ 𝑛
  

𝛽𝐵 = 1 − Φ 
0.5 − 𝐵 

𝑠𝐵/ 𝑛
  

Let Φ is cumulative function for standard normal distribution. Note that Φ should be accumulative function for t-
distribution with n – 1 degree of freedom for more accurate. Here we use standard normal distribution as example for 
convenience. The higher criterion β is, the better study result is because the academy criterion   is measured as the 

probability of event that student‟s grade is higher than or equal to 0.5. 
 
IV.2.1.3. Calculating criterion γ 
 
Suppose a questionnaire is built up by expert and it is composed of n questions Q = (q1, q2,…, qn). Users in each group 
rate on each question where rating value may be binary satisfied and unsatisfied. By the simplest way, criterion γ is 
defined as the ratio of the number of satisfied users to the whole number of users. 

𝛽 =
𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑑 𝑢𝑠𝑒𝑟𝑠

𝑇ℎ𝑒 𝑤ℎ𝑜𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑠𝑒𝑟𝑠
 

In enhance method, the rating values range in an interval, for example [0…5], where value 0 and 5 indicates least and 
most satisfied. Therefore, we have two rating matrices A and B for two groups. Each row in rating matrix is composed of rating 
values of a user; in other words, each cell represents a rating that a user gives to a question. Each matrix is “compressed” into a 
mean vector. Let μA and μB be the mean vectors of group A and B, respectively. The measure γ is computed as the module of mean 
vector. Which group has higher measure γ will satisfy users much more. 
γA = |μA| 
γB = |μB| 
There are three steps to compress rating matrix and to calculate γ: 
1. Firstly, rating matrix is “shrunk” by projecting it onto its eigenvectors. The number of columns is k << n. These columns 
represent essential questions. 

 
Table IV.2.1. Rating matrix as collection of users‟ feedbacks 

 

a11 … a1j … a1n 

… … … … … 
ai1 … aij … ain 
… … … …. … 
am1 … amj … amn 

 
 

Table IV.2.2. Rating matrix is shrunk by projecting it onto its eigenvectors 
 

a11 … a1k 

… … … 
ai1 … aik 
… … … 
am1 … amk 
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2. Secondly, each column of matrix corresponding to each question is assumed as a statistical distribution Fi. Thus 
the mean of Fi is estimated by μi. 

𝜇𝑖 =
1

𝑚
 𝑎𝑖𝑗

𝑚

𝑗=1

 

 
3. Finally, the mean vector of this matrix is composed of all estimates μi and the criterion γ is the module of such 
mean vector. 

𝜇 =  𝜇1 , 𝜇2 , … , 𝜇𝑘  

𝛾 =  𝜇 =  𝜇1
2 + 𝜇2

2 + ⋯+ 𝜇𝑘
2 

In general, the higher criterion γ is, the better quality of adaptation is. 
 
IV.2.2. An evaluation scenario 
 

Evaluation scenario is the example for demonstrating how to calculate and apply aforementioned criterions into 
evaluating the quality of adaptive learning model. E-learning cannot replace face-to-face teaching and it should exist 
parallel and support traditional education. Thus, this scenario makes the comparison between face-to-face learning 
manner and distance learning manner. This evaluation scenario is divided into three main acts in which students and 
teacher play the roles of actors. 

 
1. Study act: Teacher teaches and students learn in both face-to-face manner and e-learning manner via website. 

Suppose students are classified into three groups A, B and C. Group A and B represent face-to-face manner and e-
learning manner via website, respectively. Especially, group C represents e-learning manner with support of user model, 
namely Bayesian network. 

2. Feedback act: Students give feedbacks to teacher and teacher collects and analyzes them. 
3. Evaluation act is done by teacher; thus, criterions α, β and γ are calculated according to data collected from two 

above acts. The quality of adaptive learning in groups A, B and C are determined based on such criterions. 
 
Study act has 5 scenes: 
1. Teacher builds up school‟s curriculums and set up adaptive e-learning website with/without the support of user 

modeling system. 
2. Teacher teaches and students in group A, B and C learn by face-to-face manner. 
3. Students in group B and C go on website and study by themselves. Teacher monitors them and put up 

important notice. 
4. Students in group A, B and C do tests and exercises via website. 
5. Teacher evaluates students based on their test results. 
 
Teacher’s role in study act: 
- Teaching face-to-face in traditional manner. 
- Building up knowledge domain and creating web resources for this domain such as defining html lesions, tests, 

exercises, etc.  
- Creating user model, for example, creating Bayesian network and its weights for knowledge domain. 
- Setting up user modeling system and e-learning adaptive website. 
- Monitoring students‟ learning process. 
- Sending test results and school report to students. 

 
Students’ role in study act: 
- Students in group A, B and C go to class to study in face-to-face manner. 
- Students in group B and C learn themselves on adaptive learning web sites. Note that website / learning 
materials are adapted to each student based on their knowledge and characteristics. 
- Students in group A, B and C do tests / exercise via website. 
 
Feedback act has 3 scenes: 
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1. Teacher creates the questionnaire to survey students‟ feeling about both adaptive learning website and 
curriculum such as very satisfied, satisfied and not satisfied. 
2. Students answer or rate on such questions online. 
3. Teacher collects students‟ feedbacks and analyzes them. 
 
Evaluation act has 2 scenes: 
 
1. Teacher calculates three criterions based on students‟ feedback and test results. 
2. Teacher makes the decision about the quality of face-to-face teaching manner and e-learning manner 
with/without support of user modeling system. 
 
For example, there are two classes A and B. Class A is only taught in face-to-face manner, otherwise students in class 
B study both in face-to-face manner and adaptive learning environment. Study results and students feedback are 
collected from both two classes. Each class has the same number of students, namely 10. Let GA and GB be the 
average study results of classes A and B, respectively. 
GA = {4, 5, 3, 6, 2, 8, 3, 5, 8, 6} 
GB = {6, 8, 9, 10, 6, 7, 9, 6, 9} 
Suppose there are 4 students in class A and 2 students in class B who don‟t satisfy teaching curriculum. Sample mean 

and deviation of class A are 𝐺 𝐴=5.0 and sA = 38/9 = 2.05. Sample mean and deviation of class B are 𝐺 𝐴= 7.0 and sA 

= 38/9 = 1.66. Let αA and αB be academy criterions of class A and class B, respectively. 

𝛼𝐴 = 1 −Φ 
5.0 − 5.0

2.05

 10

 = 1 − Φ 0 = 0.5 

𝛼𝐵 = 1 − Φ 
5.0− 7.0

1.66

 10

 = 1 − Φ 3.8 = 0.99 

 
Let βA and βB be satisfaction criterions of class A and class B, respectively, we have: 

𝛽𝐴 =
10 − 4

10
= 0.6 

𝛽𝐵 =
10 − 2

10
= 0.8 

Suppose the weights of criterion α and criterion β are 0.7 and 0.3, respectively. Let evalA and evalB be the total 
evaluations on group A and group B, respectively. 
evalA = 0.7*0.5 + 0.3*0.6 = 0.53 
evalB = 0.7*0.99 + 0.3*0.8 = 0.93 
When evalA is greater than evalB, it is possible to conclude that the teaching method in class B is more effective than the 
one in class A because class B takes advantages of adaptive learning method. 
This section is finished with some comments on evaluation criterions. As aforementioned, there are three criterions such 
as system criterion α, academy criterion β and adaptation criterion γ. That two of three criterions, concretely α and β, 
assessing user knowledge implicates that evaluation of adaptive learning model focuses on the effect of education 
which is ability to help student to improve their knowledge although adaptation and personalization is significant topic in 
adaptive learning. You can recognize that the education never goes beyond the main goal that increases amount of 
human knowledge. Evaluation scenario, an example for demonstrating how to determine these criterions, indicates that 
study is lifelong process for everyone and so, classes and courses are short movies in this lifelong process. Both 
students and teachers are actors and their roles can mutually interchange, for example, teaching is the best way to learn 
and student is the best teacher of teacher. This section ends up the main contents of this research and gives you the 
comprehensive and detailed description about thesis and so the next section is the conclusion and future trend. 
 



 

 

 
Loc 197 

 
 
CONCLUSION AND FUTURE TREND 
 
Conclusion 

 
This conclusion gives you an overview of this research together with strong points and limitation, research directions 
from this research and how to take this research further. The higher is the standard of living, the more important are 
adaptive IT systems which have ability of change their behaviors so as to be in accordance users‟ characteristics. Note 
that this thesis focuses on e-learning and so the term “user” implicates “learner” or “student” in learning context. The 
representation of such characteristics is called user model but there is too much information about individuals to model 
all users‟ characteristics; so it is necessary to choose essential characteristics from which a solid architecture of user 
model is built. Each modeling method is only appropriate to respective characteristic like knowledge or learning style or 
goal, etc. There is no modeling method fit all characteristics. On the other hand, some domain-independent user 
modeling systems are too generic to “cover” all learners‟ characteristics in e-learning context, which may cause 
unpredictable bad consequences in adaptation process. Moreover user modeling systems require effective inference 
techniques in their modeling tasks but this is impossible if we can‟t recognize which individual characteristics are 
important. 

To overcome these obstacles, I propose the new learner model that contains three most important characteristics of 
user: knowledge (K), learning styles (LS) and learning history (LH). Such three characteristics form a triangle; so our 
model is called Triangular Learner Model (TLM). TLM with three underlying characteristics will cover the whole of user‟s 
information required by learning adaptation process. The reasons for such assertion are: 

- Knowledge, learning styles and learning history are prerequisite for modeling learner. 
- While learning history and knowledge change themselves frequently, learning styles are relatively stable. The 

combination of them ensures the integrity of information about learner. 
- User knowledge is domain specific information and learning styles are personal traits. The combination of them 

supports user modeling system to take full advantages of both domain specific information and domain independent 
information in user model. 

These reasons are also strong points of TLM because they reflect the sufficiency and solid of an optimal learner 
model. Moreover, TLM emphasizes on the inference mechanism by applying Bayesian network and Markov model into 
modeling user knowledge and learning style. Intelligent deduction is the best feature of TLM instead of providing user 
information only as normal user modeling system. 
 
So TLM is constituted of three sub-models: Knowledge, Learning Style and Learning History. 
 

 
Triangular Learner Model (TLM) 
 

 
extended Triangular Learner Model  

 
The TLM can be extended to interpret more detailed about learner by attaching more learners‟ characteristics such as 
interests, background, goals… into the sub-model Learning History. 
I also introduce the architecture of the user modeling system so-called Zebra that realizes the TLM. The core of Zebra is 
the composition of two engines: mining engine (ME) and belief network engine (BNE). 
-  Mining engine (ME) is responsible for collecting learners‟ data, monitoring their actions, structuring and updating 
TLM. Mining engine also provides important information to belief network engine; it is considered as input for belief 
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network engine. Mining engine almost always uses mining techniques. It has three other important functionalities that 
are to discover some other characteristics (beyond knowledge and learning styles) such as interests, goals, learning 
context, etc and to support learning concept recommendation and to support collaborative learning. 
 
- Belief network engine (BNE) is responsible for inferring new personal traits from TLM by using deduction 
mechanism available in belief network. This engine applies Bayesian network and hidden Markov model into inference 
mechanism. Two sub-models: knowledge & learning style are managed by this engine. 
 
Zebra provides communication interfaces (CI) that allows users and adaptive systems to see or modify restrictedly TLM. 
Adaptive applications also interact with Zebra by these interfaces. 
 

                                  

The architecture of Zebra 
 
This research is fundamental research, thus, the methodology to build up TLM is specified and proven via mathematic 
tools. The feasibility of TLM and architecture is authenticated via the user modeling software names Zebra associated 
with TLM. Moreover, the adaptive learning system that interacts with Zebra is also implemented as e-learning web-
based software. Another strong point of TLM is ability of extension, other user information such as user interests and 
goals can be discovered or extracted from TLM. Researchers can use the methodology, models and mathematical 
formulas in this research to build up their own user model and user modeling system. They can also develop TLM and 
Zebra by extending advanced functions such as discovering user goals, context-aware adaptation, ubiquitous modeling, 
mobile service, etc. Next section discussing the future trend is an example of TLM extension. This research contributes 
to user modeling and adaptive learning community a methodology for constructing user model and a whole perfect 
learner model. 

The limitation of this research is lack of privacy in learner model although external applications only access TLM via 
communication interface (see section II.2.2) but user information is not encrypted now. The solution is to plug additional 
encrypted/decrypted module into communication interface but this will decrease system performance and inference 
speed is reduced. 
 
V.2. Towards ubiquitous user modeling 

 
Nowadays there is a need for users to interact with many IT systems at anywhere, for examples, users withdraw cash by 
ATM card or book airplane ticket online or play games on mobile phones. This tends to develop ubiquitous user  
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modeling system which performs ongoing modeling, ongoing sharing and ongoing exploitation of user models in 
ubiquitous computing environment that shifts from desktop interaction to mobile interaction. Ongoing modeling, ongoing 
sharing and ongoing exploitation of user models are three most important aspects of ubiquitous user modeling. 
Ubiquitous user model is defined as the user model which is monitored at any time, at any location and in any interaction 
context. Ubiquitous user model can be shared or integrated when necessary. 
Ubiquitous user modeling [Heckmann, 2005] is considered as the intersection of three domains: user modeling, 
ubiquitous computing and semantic web. 
 

 
 

Figure V.2.1. Ubiquitous user modeling 

 
V.2.1. Ubiquitous User Model Service 
 
Ubiquitous user model service is responsible for manipulating ubiquitous user model. It is essentially a ubiquitous user 
modeling system. According to [Heckmann, 2005], ubiquitous user model service is an application independent server 
with a distributed approach for accessing and storing user information, the possibility to exchange and understand 
between different applications as well as adding privacy and transparency to the statements about user. The semantics 
of user information (situational statement) is mapped to the ontology GUMO. In brief, we call ubiquitous user model 
service as ubiquitous service in user modeling context. 
 
V.2.1.1. Architecture of ubiquitous user model service 
 
The architecture of ubiquitous user model service [Heckmann 2005] consists of three boxes: Distributed Services box, 
Application box, Distributed Statements box, Distributed Ontologies box, Interfaces and Exchange box 
 

 
 

Figure V.2.2. Architecture of ubiquitous user model service 
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Distributed Services box 
 
Distributed Services box is the main box enriched by other boxes. It is constituted of internal modules (or services) such 
as Situation Server or User Model Server, User Model Adder or Situation Adder, Retrieval Filter, Conflict Resolution, 
Inference Engine, Interface Engine and Ontology Reasoning which are very necessary to perform ubiquitous user 
modeling tasks. 
- Situation Server is the web server that manages the storage of statements about user. 
- Situation Adder is the parser which analyzes incoming new statements and writes them to repositories. 
- Retrieval Filter is responsible for controlling the retrieval of situational statements. 
- Conflict Resolution is responsible for detecting and resolving possible conflicts. 
- Inference Engine is the proactive engine that applies meta rules, writes new statements and triggers events. 
- Interface Manager has a control mechanism that integrates user interfaces 
- Ontology Reasoning is responsible for applying knowledge from various ontologies. 
 
Application box 
 
Application box lists applications that possibly cooperate with distributed services such as e-learning, sensors, airport 
service, mobile phone…. 
 
Distributed Statements box 
 
Distributed Statements box plays the role of distributed database management system. It is responsible for storing and 
managing situational statements about user. This module separates data from software. So the situation model is stored 
at here. It is considered that distributed statements box contains repositories of statements. These repositories are 
independent from the services which allow various services to operate independently on the same knowledge bases. 
 
Distributed Ontologies box 
 
Distributed ontologies box is responsible for manipulating and integrating various ontologies into modeling service. 
These ontologies are used for the interpretation of statements, for the detection of conflicts and for the definition of 
expiry defaults and privacy defaults. This module separates the syntax of ontologies from semantics of ontologies. 
 
Interfaces and Exchange box 
 
Interfaces and Exchange box separates the user model service from the user interfaces and development tools. Each 
interface and tool can operate with different repositories, different ontologies and different services in distributed 
services box. It is very important for ubiquitous computing in the manner of computation at any time and at anywhere. 
There are some interfaces and tools such as ontology editor, user model editor, context editor, UserML viewer, XForms 
viewer, location manager, strategy visualizer are very necessary to assist user/administrator in manipulating or 
surveying ubiquitous user model. The communication between user/administrator and distributed services is established 
through exchange tool. Thus the language SituationQL (or UserQL) is used to issue queries about user information 
(namely situational statements) and the language SituationML (or UserML) is used to answer such queries. 
 
V.2.1.2. Main work flow of ubiquitous user model service 

 
Ubiquitous user model service supports three operations: Add, Request and Report. The work flow of them is shown in 
following figure: 
 
 
 
 
 
 
 
 



 

 

 
Loc 201 

 
 

 
 

Figure V.2.3. The work flow of ubiquitous user model service 

 
The work flow includes below steps. 
- The system, users or sensors add statements in form of SituationML (1) 
- The statements are sent to module Situation Adder that analyzes the incoming data and distributes them to 
repositories in Distributed Statements box (2). 
- The system, users or sensors request statements in form of SituationQL (3). 
- Some repositories are chosen from Distributed Statements box in order to retrieve appropriate situational 
statements (4.1). 
- The conflict resolution strategies are applied into such statements (4.2). 
- Such statements are mapped to ontologies (4.3). 
- Final statements are sent to users/system in form of SituationML (5). 
 
V.2.2. Incorporating Zebra into Ubiquitous User Model Service 

 
When surveying the architecture of ubiquitous service, I recognize that such service lacks of the robust inference 
mechanism. The Inference Engine in Distributed Services box only writes statements and triggers events. On the 
contrary, Zebra has two robust inference engines: mining engine & belief network engine with ability to infer new 
assumptions about user and to support personal recommendation. But Zebra don‟t support ubiquitous computing and 
user model in distributed environment. If the combination of Zebra and ubiquitous user model service is successful, 
there is a new user modeling system that takes advantage of both Zebra and ubiquitous computing. Thus it is possible 
to predict situational statement in ubiquitous environment. 
So my idea is to incorporate Zebra into ubiquitous service by replacing Inference Engine (in Distributed Services box) 
with Zebra. But this raises some obstacles that must be overcome. 
- Firstly, this is how Zebra interacts with Distributed Services box of ubiquitous service when the database and data 
structures in Zebra such as Bayesian network, hidden Markov model, sequential pattern, etc are very different from 
statement repositories in ubiquitous service. 
- Secondly, almost techniques in Zebra like data mining, artificial intelligence, learning machine are unfamiliar to 
ubiquitous service. 
- Finally, the most serious obstacle is that the output of inference process in Zebra such as new information about 
user, new personal recommendations… is represented in the form which is incompatible with knowledge representation 
of situation model in ubiquitous service such as ontologies, RDF, etc. 
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Figure V.2.4. Incorporating Zebra into ubiquitous service 

 
These problems can be solved by getting the best out of the communication interfaces (CI) in architecture of Zebra. 
Note that each CI allows users to see or modify restrictedly their TLM. In addition, all outside applications interact with 
Zebra via these interfaces. So the ubiquitous service will interact with Zebra by special CI by request-response protocol 
including four following steps: 
(1) Ubiquitous service sends one request statement in form of SituationQL to CI. 
(2) CI interprets this statement into the data structure which inference engines of Zebra such as mining engine & 
belief network engine are aware of. 
(3) The request in form of data structure that Zebra knows is sent to Zebra. 
(4) Inference engines perform some concrete deduction tasks in order to take out some new assumptions, 
information, personal recommendations about user. This output is sent back CI. 
(5) CI interprets such output into a XML-file in form of SituationML which is readily understandable for ubiquitous 
service and sends it to ubiquitous service. 
(6)  

 
 

Figure V.2.5. Request-Response communication protocol between Zebra and ubiquitous service 
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There is a big advantage of communication between Zebra and ubiquitous service when CI is implemented in web 
service standard; so ubiquitous service doesn‟t need to know what technologies inside Zebra are. The interoperation 
between CI and ubiquitous service is done via SOAP protocol. Ubiquitous service interacts with the Zebra in a manner 
prescribed by its description using SOAP messages, typically conveyed using HTTP with an XML serialization in 
conjunction with other Web-related standards. 
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Appendix 
 
A. List of Acronyms 

 
AC Abstract Conceptualization 

Adaptive Component 
AE Active Experimentation 
AEHS Adaptive Educational Hypermedia System 
AES Adaptive Education System 
AI Artificial Intelligence 
AHA Adaptive Hypermedia for All 
AHAM Adaptive Hypermedia for All Model 
AHS Adaptive Hypermedia System 
AEWBS Adaptive Educational Web-Based System 
AEIWBS Adaptive Educational Intelligent Web-Based System 
AIWBS Adaptive Intelligent Web-Based System 
ALS Adaptive Learning System 
AM Adaptive Model 
ANN Artificial Neural Network 
ATI Aptitude-Treatment Interactions System 
AWBS Adaptive Web-based System 
BN Bayesian Network 
BNE Belief Network Engine 
CA Condition Action (rule) 
CAI Computer Assisted Instructional 

Computer Aided Instructional 
CAT Computerized Adaptive Testing 
CBM Constraint-Based Modeling 
CE Concrete Experience 
CI Communication Interfaces 
CPD Conditional Probability Distribution 

Conditional Probability Density 
CPT Conditional Probability Table 
Cr Relevance Condition 
Cs Satisfaction Condition 
DAG Directed Acyclic Graph 
DBN Dynamic Bayesian Network 
DGJPD Dynamic Global Joint Probability Distribution 
dissim dissimilarity measure 
DM Domain Model 

Data Mining 
ECA Event Condition Action (rule) 
EM Expectation Maximization 
FD Field Dependence 
FI Field Independency 
FOL First-Order Logic 
FreeSpan FREquEnt pattern-projected SEquential PAtterN 
GJPD Global Joint Probability Distribution 
GSP Generalized Sequential Pattern 
GUMO General User Model Ontology 
GUMS General User Modeling System 
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HMM 

 
 
 
 
Hidden Markov Model 

ICC Item Characteristic Curve 
idf inverse document frequency 
IRF Item Response Function 
IRT Item Response Theory 
itemset Item Set 
ITS Intelligent Tutoring System 
JPD Joint Probability Distribution 
K Knowledge 
KI Knowledge Item 
KN-IPCMS KoNstanz 

Inter-Process Communication Management System 
LCMS Learning Content Management System 
LH Learning History 
LnL(θ) Log-Likelihood Function 
L(θ) Likelihood Function 
litemset large itemset (frequent itemset) 
LJPD Local Joint Probability Distribution 
LMS Learning Management System 
LO Learning Object 
LS Learning Style 
ME Mining Engine 
ML Machine Learning 

Maximum Likelihood 
MLE Maximum Likelihood Estimation 
MM Markov Model 
NN Neural Network 
OOP Object-Oriented Programming 
OWL Ontology Web Language 
PDF Probability Density Function 
Pr Probability 
PROTUM PROlog based Tool for User Modeling 
QP Quadratic Programming 
RDF Resource Description Framework 
RO Reflective Observation 
sim similarity measure 
SituationML Situation Makeup Language 
SituationQL Situation Query Language 
SPADE Sequential PAttern Discovery using Equivalent 
SVM Support Vector Machine 
tf term frequency 
TLM Triangular Learner Model 
UbisWorld Ubiquitous World 
UM User Model 
UMS User Modeling Shell/System/Server/ Service 
UMT User Modeling Tool 
UserML User Makeup Language 
UserQL User Query Language 
β(a,b) Beta distribution with two parameters a, b 
Г, ψ Gamma function, Digamma function 
 


